The method of resources involvement scheduling based on the long-term statistics ensuring quality and performance parameters
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Abstract — A method of optimizing the use of server resources that can reduce the energy costs of a network while preserving service quality parameters is proposed in this paper. This method involves the use of resource involvement schedule based on long-term statistics. Unlike existing methods, proposed method simultaneously considers the losses of requests, expected delay and energy efficiency of processing applications in telecommunication nodes. The proposed method will allow planning a queuing system for telecommunication systems, both at the access level, in the organization of SDN networks, and in planning the work of data centers.
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I. INTRODUCTION

Today there are various methods of optimizing the use of network resources [1 – 3], but none of them takes into account both the parameters of service quality and energy efficiency of the network. The method of resources involvement scheduling based on the long-term statistics simultaneously considers the losses requests, expected delay and energy efficiency of processing applications in telecommunication nodes. This method allows improving the efficiency of network resources usage, while ensuring the required quality of service.

II. THE MAIN PROBLEMS OF SERVICE EFFICIENCY IN TELECOMMUNICATIONS NETWORKS

Today there is integration of telecommunication systems (TCS) and distributed computing environments (CE). As the result, there is a single heterogeneous environment for telecommunication services maintenance, which has the ability to control information flow maintenance at each stage and to ensure compliance with high quality standards. At the same time, there is still no single concept of interactive models and methods that would take into account the peculiarities of the computing environments servicing a large number of queries generated during the provision of telecommunications services. This leads to inefficient use of resources that provide heterogenous environment for maintenance of telecommunication services.

Here is a list of problems that hinder efficient maintenance of telecommunication services in TCS, which do not take into account the peculiarities of the computing environment:

• The need for methods and approaches for interaction between TCS and CE that classify the computing resources boot process;
• The need for conceptual solutions and unified tools for energy control system of TCS and OS;
• Lack of flexible methods of telecommunications services management that take advantage of heterogeneous telecommunication environment, and take into account the energy costs of maintaining system performance.

Introduction of SDN technologies requires the introduction of new models of queuing theory to estimate the parameters of the system and timely implementation of computing operations to meet the needs of TCS.

A. Application of SDN technology in TCS

Leading scientists of the world work to resolve the problem of network functions implementation in a virtualized computing environment, while the main problems is the development of algorithms and separation of functions for the organization of telecommunications and computing environment as a single whole mechanism.

The problem of calculating the capacity to service the growing needs of users was examined in the dissertation. It should be noted that the functions of the SDN controller
includes the maintenance of service flows, namely the connection, the organization of secure channels, updating information on network connectivity, and many others. On the correct calculations for the service system depends the quality of operations. The work formed the requirements for key indicators of service traffic quality of service in SDN controllers.

SDN controllers are designed in a way to share the functionality of the control system and operation of a plurality of applications. The work developed structural model of controller that combines a set of machines perform their prescribed steps, plurality of functions that are independent and perform necessary operations, the results of which are fed to the machines and system of orchestration of telecommunication services flows in the SDN controller.

Fig. 1 Structural model for the controller

Based on the structural model the work of SDN controller serving as a unit can be planned. Accordingly, it is possible to collect statistics on the operation of controller subsystems and to calculate resources needed to ensure the increasing flow of applications for service data flows.

For the proposed structural model of the SDN controller, control algorithm of service system based on the proposed method was developed. The peculiarity of the controller subsystems operation is technical possibility to use the cloud-computing environment to perform tasks related to maintenance of telecommunications service. To ensure the efficient use of system resources it is necessary to plan the process of services maintenance. Analysis of computer networks planning methods has shown that static models are mainly used in load control. To the main models of the incoming flow can be attributed Poisson and self-similar flow. As for the level of network management, which corresponds to

SDN controller, maintenance of service network traffic is typical more details are considered of mathematical applications flow forecasting models where intervals between groups of applications distributed according to Poisson. The analysis showed that there are no mathematical models that take into account the gradual change in flow parameters.

That is why the developed method of constructing a resource schedule for long-term statistics with ensuring quality and efficiency indicators to organize the resource usage schedule gives better results in the analysis of service quality indicators and energy consumption.

III. METHOD OF EXPERT ASSESSMENT OF QUEUING SYSTEM POSSIBLE STATES

One of the stages in method of system resources involvement scheduling is to determine the serial number of the system state with setting quality of service parameters. For this purpose, the method of expert assessment of queuing system possible states in which telecommunications network presented as a queuing system with one or more servicing units and limited queue is recommended. This system can be described by a set of possible states, for which ergodic distribution probability that system stays in the selected state is calculated. This task is described as follows.

Input: \( \frac{1}{\mu} \) - average time of request service in the node; \( t \) – request time delay desired value in the service node (determined by experts); \( R \) - the percentage of requests that are served by the system within maximum acceptable delay (determined by experts).

Output: \( s \) - number of the system, for which the following condition: the time of request staying in the system does not exceed \( t \) (fig. 1)

Fig. 1 Representation of telecommunication network as a set of system states

Suppose that the time of request servicing is independent identically distributed random value distributed according to the Poisson law with parameter \( \frac{1}{\mu} \), and the time of one request servicing is small compared to \( t \), respectively \( s \) - a large number. Based on the assumption there is a central limit theorem:

\[
\frac{S_n - \left( \frac{1}{\mu} \right) s}{\sqrt{\left( \frac{1}{\mu} \right) s}} \sim N(0,1)
\]

where \( S_n \) - the sum of random variables,

Then, using statistical tables of Laplace function we can find \( s \) from the equation:
\[ P\left(\frac{S_n - (1/\mu)t}{\sqrt{\frac{(1/\mu)^2}{n}}} \leq t\right) = R \]
\[ P\left(S_n \leq t\sqrt{\frac{(1/\mu)^2}{n}} + (1/\mu)\right) = R \]

The solution of this task allows determining the number of state with given configuration of service system.

IV. METHOD OF RESOURCES INVOLVEMENT SCHEDULING BASED ON THE LONG-TERM STATISTICS

Long-term statistics stored in the statistics database, sampling interval time is 5 min.

**Incoming data:**
- \( \mu^k \) – request service intensity provided k-th service device configuration that provides quality of service parameters at a necessary level, i.e. the number of requests per unit of time that can be serviced, \( k = 1, \ldots, K \), \( K \) – number of possible configurations of the system.
- \( \lambda \) – vector of number of applications statistical values \( (t \in [0, T], T = 2016) \) – number of vectors is 7 (days/a week)*24 (hours)*12 (measurements per hour). Vector \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_{365}) \) – a set of number of requests values submitted to the service unit and recorded in the i-th time, over the past 50 weeks. This method operates with the average value in the vector \( \hat{\lambda}_i = (\lambda_1^i + \lambda_2^i + \ldots + \lambda_{365}^i) / 50 \)
- \( \varepsilon \) – a small number
- \( \Delta \) – permissible time of request delay in the service process.
- \( l \) – threshold number of requests in the queue
- \( m \) – the maximum number of requests in the queue.
- \( P_{\text{lost}} \) – permissible percentage of lost packets.

**Output data:**
- \( (t, \mu^k) \), where \( t \in [0, T] \) – recommended moments of service intensity changing, \( \mu^k \) - recommended system configuration, which should jump at time t.

The proposed method

**Step 1** consists of the time line smashing into segments, which corresponds sustainable rate approximating of statistics line slope \( \hat{\lambda}_i, l \), found by the least squares method. The main stages of the algorithm:
- To divide set \( T \) into subsets,
- To find approximating lines (parameters \( \hat{a} \) and \( \hat{b} \)) for each of the subsets of the least squares method.
- To compare the parameters \( \hat{a} \) and \( \hat{b} \) for adjacent subsets.
- If the parameters differ by less than a given small number \( \varepsilon \), then subsets combined and again calculated parameters approximating line for the combined set.

- The process of combining subsets of \( T \) ends when parameters of approximating line different from a subset related to an amount exceeding \( \varepsilon \). As a result of the combination of the sets get set pieces \( T_i \cup T_{i+1} \cup T_{i+2} = T \), each i-th interval corresponds to a pair of approximating line parameters \( \hat{a}_i \) and \( \hat{b}_i \).

All straight lines defined time intervals are collected in a curve:

\[ f(t) = \{x | x = \hat{a}_i t + \hat{b}_i, t \in T_i \} \]

**Fig. 2 A characteristic curve**

**Step 2.** As base model assessment of quality indicators chosen model K. Zhernovyi [5], who proposed universal formula for calculating the ergodic distribution of probability logged different number of requests in the system (valid states of Markov chain). Analysis ergodic probability distribution will determine the probability of applications loss due to limits on the length of the queue and will allow assessing the expected requests delay in the system.

 Zhernovyi model described as follows: the single-channel system of queuing incoming stream applications (distributed by the Poisson law with parameter \( \lambda \)). The intensity of services distributed by the Poisson law with parameter \( \mu \). Queue length is fixed at \( m \), if the application enters the system at the time when in queue there is more applications than \( l \) \( (l = 0, \ldots, (m - 1)) \), it is discarded.

\( P_k \) - ergodic probability distribution of staying service system in different \( k \) states of the system \( (k = 1, K) \) previously calculated according to the model of queuing, \( K \) – set of possible states is organized so that the \( k \)-th position corresponds to staying \( k \) applications services in the system.

Ergodic distribution of applications number in the system in the case where \( \alpha = \frac{1}{\mu} \neq 1 \):

\[ P_0 = \frac{(1-\alpha)(1-\alpha^{m-1})}{A_1(\alpha)} \]

\[ A_1(\alpha) = 1 - \alpha^{m-1} - (m - 1)(1 - \alpha)\alpha^{m+1} \]

\[ P_k = \alpha^k P_0 = \frac{(1-\alpha)(1-\alpha^{m-1})\alpha^k}{A_1(\alpha)}, (k = 1, \ldots, m-1) \]
\[ p_k = \frac{(1-\sigma)e^{\lambda_k}}{A_k(\lambda_k)}, \quad (k = \lfloor \lambda \rfloor + 2, m) \]

\[ p_{m+1} = \frac{(1-\sigma)^2 e^{\lambda_k}}{A_k(\lambda_k)} \]

Thus, the probability of request loss in case of the application of above subjects will be calculated by equation (1). The contents of the parameter / means the limit value of applications number in the system when needed queue unloading to reduce service latency. This service discipline meets the early overloads determination method, which is widely used in telecommunications practice.

Step 3. Using the method of expert evaluation of possible queuing system states to calculate the value \( s^k \), corresponding to the k-system configuration.

Stage 4 Soling of the optimization task to find the optimal \( \lambda^k \), which satisfy the constraints:

\[
\begin{cases}
\lambda^k \leq \rho \\
\frac{\mu^k}{\rho} \leq \lambda^k \\
p_{m+1} \leq p_{\text{lost}} \\
\sum_{k=0}^{\infty} p_k \leq R
\end{cases}
\]

where \( R \) - the percentage of requests that are served by the system no longer than the allowable delay time;

\( \rho \) - optimum load of the system meets the energy efficient node operation scheme.

Step 5: Returning to the problem of finding switching points \((t, \mu^k)\), corresponding to possible service system configuration, it is necessary to solve optimization problem for \( k \) times, i.e. for each possible system configuration:

\[ f(t) \rightarrow \text{max} \]

under restriction \( f(t) + 3\sigma \leq \mu^k \)

where \( \sigma \) - standard deviation, which is defined by the formula (2).

\[ \sigma = \sqrt{\frac{1}{N} \sum_{i=1}^{N} ( \lambda_i - (\bar{\lambda} + \bar{h}))^2} \]

As a result, we obtain a set of \( t^k \) - switching points in k-one configuration.

So you can build a schedule of network switching to the desired configuration, which allows more efficient use of network resources, supporting quality of service at a given level.

V. APPLICATION OF THE METHOD OF RESOURCES INVOLVEMENT SCHEDULING

The use of the proposed method is possible for various tasks of managing the resources of the queuing system, in particular when solving the problem of saving energy in the radio access system. The resource of base stations, which provides access to the network for mobile subscribers, is calculated to a large extent, with the aim of providing services at peak times. However, within a day the amount of traffic transmitted through the communication network changes to almost two. Calculation of the necessary configurations of the base station service system will save millions of kilowatts of energy.

The example of load distribution between base stations is shown in Fig. 3.

**Fig. 3 Distribution of load between base stations on a given territory**

**CONCLUSIONS**

The paper proposed the method of resources involvement scheduling based on the long-term statistics, which also considers the losses of requests, expected delay and efficiency of processing applications in telecommunication nodes. This method can improve network efficiency while preserving the necessary parameters of quality of service.
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