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ABSTRACT

Structure and scope of work. The Master's dissertation on "Short-term

forecasting of electricity prices in the market" for the day ahead "" consists of a list
of symbols, introduction, four sections, conclusions and a list of sources used. The
total volume of the work is 112 pages, including 8 tables, 16 figures, 86
bibliographic references.

Relevance of research. After the reforms in the domestic economy in the
energy sector, new conditions were created for the functioning of the electricity
market and the participation of industrial enterprises in it, which are characterized
by a high degree of uncertainty and growth of various types of risks, including
market risks. An example of such risks is the lack of profit; change in the cost of
capital; the emergence of the impact of large transactions on market parameters;
changes in market conditions; changes in fuel prices; financial and economic
losses; bankruptcy; emergence of new economic agents; growth of defaults of
consumers and contractors, etc. The processes of liberalization of the electricity
market taking place in Ukraine have led to the following specific risks: the risk of
differences between actual and contract prices when concluding long-term
contracts; spot price risks; the risk of forecasting the amount of electricity
consumed and electricity prices; the risk of accurate profit forecasting for large
market players who are joint stock companies; risks of forecasting the load of both
individual customers and customer groups. If such risks are ignored or
insufficiently taken into account, the lost consequence may be a lost consequence;
reduction of the size of profit in comparison with expected; reduction of
investment efficiency, etc.

In order to minimize the risks that may arise during the purchase and sale
of electricity and improve forecasts at the system level, it is necessary to research
and develop tools for short-term forecasting of the wholesale electricity price in the
market "day ahead" (DAM).



In addition, price forecasting is a very important component for the
development of the future development strategy of the entire electricity sector and
Is the basis for balanced growth of various sectors of the economy in the future.

Relationship of work with scientific programs, plans, themes. The study
was performed within the framework of the tasks provided by the Law of Ukraine
"On the Electricity Market", as well as within the implementation of the "Energy
Strategy of Ukraine until 2035" "Security, energy efficiency, competitiveness™".

Purpose and tasks of the research is to conduct a criterion analysis of
forecast models of wholesale electricity prices in the market "day ahead" to reduce
the uncertainty of decision-making economic agents of the market and the
implementation of short-term forecast of wholesale electricity prices.

To achieve this goal, the following tasks were set:

— study of the regulatory framework of Ukraine on the procedure for
determining the price of electricity and the volume of purchase and sale of
electricity at DAM,;

— research of the existing methodology and methods of forecast models of
formation of the wholesale price of the electric power on DAM;

— identification of open sources and formation of a database of wholesale price
statistics in the DAM electricity market segment;

— study of the European experience concerning innovative approaches on
overcoming obstacles of functioning of DAM in the conditions of
liberalization.

Object of research is short-term forecasting of electricity prices.

Subject of research — methodologies and methods of forecast models of
wholesale electricity price formation.

Practical value of the results. The mathematical model of the wholesale
price of electricity based on the Random Forest method allows to obtain
information about the short-term forecast of the future price of electricity in the

market "for the day ahead". The obtained results make it possible to minimize the



risks when buying and selling electricity, show a more accurate and easier way to
make pricing decisions in a competitive electricity market, analyzing all the factors
for the formation of the pricing process. The proposed product incremental
innovation in forecasting services allows end consumers to build more accurate
short-term forecasts of price changes in the market "day ahead".

Scientific novelty of the obtained results. Based on the study, it was
determined that in the context of reforming the energy sector of Ukraine and the
introduction of a competitive electricity market, the following proposals for
innovative developments can be provided. A promising innovation direction is the
introduction of incremental (improving) product innovations in the field of digital
technologies and application software. For electricity market participants, the most
attractive are innovative solutions for the provision of services using software for
forecasting the wholesale price of electricity at DAM.

Approbation of the Master’s thesis and publications. Materials of the
master's dissertation were published:

- XII International Scientific and Technical Conference "ENERGY.
ECOLOGY. HUMAN" from 07.05.2020, Institute of Energy Conservation and
Energy Management, National Technical University of Ukraine "Kyiv Polytechnic
Institute named after Igor Sikorsky".

- 1l Scientific and Technical Conference of IEE undergraduates from
26.11.2020, Institute of Energy Conservation and Energy Management, National
Technical University of Ukraine "Kyiv Polytechnic Institute named after Igor
Sikorsky".

Publications. Materials of the master's dissertation are published:

— Forms of organization of competitive trade in the wholesale market of
electric energy for the day ahead / G.G. Strelkova, M.T. Strelkov, K.V. Batiuta //
Energy. Ecology. Man: collection of scientific works of the XII scientific and
technical conference of the Institute of Energy Conservation and Energy
Management, May 7-8, 2020, Kyiv. - Kyiv: KPI named after Igor Sikorsky, 2020.
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PE®EPAT

Crpyktypa Ta 006csr podoTH. Marictepcbka mucepTamisi 3a TEMOIO
«KopoTKocTpOKOBE MPOTHO3YBAHHS LIHU €JIEKTPUYHOI €HEPrii Ha PUHKY «Ha 100y
HamepeI»» MICTUTh IMEpellik yYMOBHUX TMO3HA4€Hb, BCTYI, YOTHUPU PO3ILIH,
BHCHOBKHU Ta MEpENTiK BUKOPUCTAHHUX JKepes. 3aranbHuii 00’eM poOOTH CKIaaae
112 cropiHok, B TomMy uyHcial 8 Tabmuip, 16 pucyHkiB 86 O6i0miorpadiuyHux
MOCUJIaHb.

AkTyanbHictb Temu. Ilicns mnpoBenenHs pedopM y  BITUYU3HSHIN
€KOHOMIIIl B EHEPTeTUYHOMY CEKTOp1 OYJI0O CTBOPEHO HOBI YMOBHU (DYHKIIIOHYBaHHS
PUHKY €JIEKTPUYHOI €HEprii Ta y4acTl B HbOMY MPOMMCIOBHUX MIIIMPUEMCTB, SIKI
XapaKTepPU3yIOTbCSl ~ BEJIUMKMM  CTYNEHEM  HEBU3HAYEHOCTI 1  3pOCTaHHAM
PI3HOMaHITHHX BUJIB PU3HKIB, 1 30KpeMa — PUHKOBUX. [IpuKIagoM Takux puU3HKiB
€ HEeIOOTPUMAaHHs NMPUOYTKY; 3MIHY BapTOCTI KamiTaly; MOSBY BIUIMBY BEJIMKHUX
TpaH3aKLIi Ha HapaMeTpU PUHKY; 3MIHM KOH'IOHKTYpHM PHUHKY; 3MIHM IIH Ha
najauBo; (PIHAHCOBO-€KOHOMIYH1 BTpaTH; OAHKPYTCTBO; MOSIBY HOBUX €KOHOMIYHUX
areHTiB; 3pOCTaHHS HEIUIATeXIB CIOXKMUBa4diB 1 KOHTpareHTiB Tomio. [Iporecu
Jibepanizaiii puHKY €JIeKTPUYHOI eHeprii, 0 BIA0YBalOThcd B YKpaiHi, IpU3BeIn
JI0 TOSIBU HACTYMHHUX CHEUU(PIYHUX PU3MKIB: PU3UK BIAMIHHOCTI ()aKTMUHHUX Ta
KOHTPAKTHUX IIH TP yKJIaJaHHI JOBrOCTPOKOBUX JOTOBOPIB; PUBUKHU CIIOTOBUX
L[IH; PU3HK MPOTHO3YBaHHSA OOCATY €JIEKTPOEHEprii, [0 CIIOXUBAETHCA 1 IIH Ha
CJICKTPUYHY EHEpPril0; PU3UK TOYHOTO MPOTHO3YBAHHS MPHUOYTKY AJS BEIMKHUX
IPaBIliB PUHKY, SIKI € aKI[IOHEPHUMHU TOBAPUCTBAMU; PHU3UKU IMPOTHO3YBAHHSI
HABAHTAKEHHSA SIK OKPEMHUX KIJIIEHTIB TaK 1 TPyH KIIIE€HTIB. Y BUIAJKY ITHOPYBAHHS
a00 HEJOCTaTHHOTO BpPAXyBaHHS TAaKUX PHU3UKIB MOXXIMBHM HACIIJIKOM MOXKE
CTaTM  BTpau€Ha BHUTOJa; 3MEHILEHHS pO3MIpIB MNpUOYTKY B TMOPIBHSAHHI 3
OUIKyBaHHUM; 3HI)KEHHS €(PEKTUBHOCTI 1HBECTHUIIIH TOIIIO.

Jlyist MiHIMI3a1ii PU3KKIB, 110 MOXYTh BUHUKATH 1]l 9aC KYIIBII-MPOJAKY
CJICKTPUYHOT €Heprii Ta TOKpallleHHS IPOTHO3IB Ha pIBHI CHUCTEMH, CIiJ
JOCTI)KYBaTH Ta PO3BUBATU 1HCTPYMEHTH KOPOTKOCTPOKOBOTO MPOTHO3YBaHHS

OITOBOI LIHU EJIEKTPOCHEPril Ha pUHKY «Ha 100y Hanepea» (PIH).



Jlo TOoro » MPOTHO3YBAHHS IIH € Jy>K€ BaXJMBUM KOMIIOHEHTOM JIJIs
pO3poOKN MaiiOyTHBOI CTpaTerii PO3BUTKY BCI€i Traiy3i €lEeKTPOCHEPTETUKH Ta €
OCHOBOIO  30aJJaHCOBAHOTO  3pPOCTaHHS PI3HUX CEKTOPIB  E€KOHOMIKH Yy
MaiOyTHbOMY.

3B’A30K 3 HAYKOBMMH NporpamMamu. J[oCmiKeHHs] BUKOHAHO B paMKax
BIIPOBA/DKEHHSI 3aBllaHb, IependadyeHux 3akoHoM Ykpainu «lIpo puHOK
eJIEKTPUYHOI HEPrii», a TaKOXK B Mexax iMruieMeHTamii « EHepreTnyHoi cTparerii
Vkpainu Ha mepion a0 2035 poky “besneka, eHeproedeKTUBHICTD,
KOHKYPEHTOCTIPOMOIKHICTB ».

Metow Mmaricrepcbkol aucepramii € TIPOBEIEHHS KpPUTEPIAJIbHOIO
aHaJi3y IPOTHO3HUX MOJEJCH OITOBOI ITIHU EJICKTPOSHEPrii Ha PHUHKY «Jj100a
Hamepeq» s 3MEHIIEHHS HEBU3HAUEHOCTI MPUUHATTS PIIIEHb E€KOHOMIYHHMX
areHTIB PUHKY Ta 3/A1MCHEHHS KOPOTKOCTPOKOBOTO MPOTHO3Y OMNTOBOI I[IHM Ha
CIICKTPUYHY SHEPTIIO.

JIist TocsATHEHHS 11€1 METH OyJIM MOCTaBJIEHI HACTYIHI 3aB/IaHHS:

— BUBYEHHS HOPMATHUBHO-TIPaBOBOi 0a3u YKpaiHW MO0 TOPSIKY
BU3HAYECHHS LIHU Ha E€JEKTPUYHY EHEprio Ta OOCSTiB KYyIIBII -
NPOJaxy eneKTpuyHoi eneprii Ha PJIH;

—  JOCHIDKEHHSI ICHYIOYOi METOJIOJIOTIT Ta METOJIB TMPOTHO3HUX
Mozenel (opMyBaHHS ONTOBOI LIHU enekTpoeneprii Ha PJIH;

—  BU3HAUYEHHS BIAKPUTHX JHKepel Ta GopMyBaHHS 0a3u CTATUCTUIHUX
JTAaHUX 3 OTITOBOI I[IHM HA CETMEHTI pUHKY eleKkTpudHoi eneprii PJIH;

— BHUBYEHHS €BPOIEHCHLKOrO JOCBIIY BIJIHOCHO IHHOBAIIMHUX MiXO/IIB
3 mojonaHHs mnepemkon ¢yHkuionyBanHs PJH B ymoBax
Jibepanizaiii.

O0’ekTOM J0CJHIIKEHH € KOPOTKOCTPOKOBE IPOTHO3YBAaHHS IIIHM Ha
CJIEKTPUYHY EHEPTiIO.
IIpeaMeTomM AocCaiTKeHHSI € METOOJIOTII Ta METOIU MPOTHO3ZHUX MOJIENEH

dbopMyBaHHS ONITOBOT I[IHU EIEKTPOCHEPT 1.



IlpakTuyHe 3HaYeHHs poOoTH. MaTeMaTHyHa MOJENb ONTOBOI I[IHU Ha
CIICKTPUYHY CHEpriro Ha ocHOBI Metoxy Random Forest mosBomsie otpumarn
iH(opMaIIito MPO KOPOTKOCTPOKOBUN MPOTHO3 MalOyTHBOI IIHK Ha E€JICKTPUUYHY
CHEPrilo Ha PUHKY «Ha 100y Hamepea». OTpuMaHi pe3yJbTaTh Jal0Th MOXKINUBICTh
MIHIMI3YBAaTH PU3UKHU MiJ Yac KyHiBIi-MPOAaXy €ICKTPUUHOI CHEprii, MOKa3yloTh
OiMbIN TOYHUW Ta JIETIIUMH TWUIAX JUISI NPUAHATTS I[IHOBMX pIIIEHb Ha
KOHKYPEHTHOMY PUHKY €JIEKTPUYHOI €Heprii, aHami3yrouu yci (axkTopu s
(dbopMyBaHHS MpoLIECy LIHOYTBOPEHHS. 3alpONOHOBaHa MPOIYKTOBA MOJIIIIYI0Ua
1HHOBAIIISl 3 MOCYTH MPOTHO3YBAHHs JO3BOJIE€ KIHLIEBUM CIOXUBadaMm OyTyBaTH
OUIBII TOYHI KOPOTKOCTPOKOBI MPOTHO3M IIOAO 3MIHM LIIHK HA PUHKY «Ha J00Y
Hape.

HaykoBa HoBM3Ha oTpuMaHUX pe3yJbTarTiB. Ha mimcraBi mpoBemeHOro
JOCTiPKeHHsT OyJl0 BM3HAYEHO, IO B YMOBax pedopMyBaHHS EHEPreTUYHOTO
CEeKTOpY YKpaiHM Ta BIPOBAKEHHS KOHKYPEHTHOI'O PUHKY E€JIEKTPUYHOI €Heprii
MOXHa HaJaTW HACTYMHI MPONO3ULII IIOJ0 1HHOBAI[IHHUX  PO3POOOK.
[lepcrieKTUBHUM 1HHOBALIMHUM HANpSMKOM € BIIPOBA/KEHHS MPUPOCTOBUX
(momnuIyro4nx) OpOAYKTOBUX IHHOBALi 31 chepu 1udpoBUX TEXHOJIOTIN Ta
MPUKJIATHOTO MPOTPaMHOTO 3abe3nedeHHs. J[ns y4JacHHKIB PUHKY E€IeKTPUYHOI
eHeprii HaioIbII MPUBAOIMBUMH € 1HHOBAIIMHI PIIICHHS 31 HaJaHHS CEPBICHUX
MOCIYT 13 3aCTOCYBaHHSM IPOTPaMHOTO 3a0e3MeyYeHHs 3 MPOTHO3YBAaHHS ONTOBOI
I[IHU eJeKTpU4HOi eneprii Ha PJIH.

Anpobania pe3yabTatiB. Marepianum MaricTepchbKoi aucepTtarii Oyiu
ommyOJIIKOBaHI:

—  XIl Mixnapoana naykoBo-texHiuHa koHpeperiis "EHEPTETHUKA.
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€HEproMeHePKMEeHTy,  HallloHanbHUM ~ TEeXHIYHMM  yHIBEpCUTET  YKpaiHH
"KuiBcbkuit mosmiTexHigYHUN 1HCTUTYT iIMeHi [ropst CikopchKoro'.

— Il HaykoBo-texniuna koHpepeHiis wmarictpantiB IEE  Big

26.11.2020p.,  IhctuTyT  eHepro30EpeXeHHA  Ta  EHEPrOMEHEIKMEHTY,
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LIST OF SYMBOLS AND ABBREVIATIONS

AS— Ancillary services

BAM- Bilateral agreements market

BEI — Burshtyn energy island

BM- Balancing market

DAM- Day-ahead market

DSO — Distribution system operators

GB — State Company “Guaranteed Buyer”

IDM — Intraday market

IPS — Integrated power system

OECD - Organisation for Economic Co-operation and Development

MO —The State Company "Market operator"

TSO — Transmission system operator

SC —The State Company

USP — universal service providers

Vszip — the volume of electricity sales at the DAM determined by the
DAM/IDM participant in the trading zone and the settlement
period, MWh;

Ps,i,, — the price of purchase and sale of electricity at DAM in the trading
zone and the settlement period determined at the auction at DAM,
UAH / MWh;

z — index of the trading zone;

i — number of the settlement period;

p — participant of DAM/IDM.

Dgzip, — the cost of purchased electricity at the DAM by the DAM / IDM
participant in the trading zone (z) and the settlement period (i),
UAH;
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Vazip — the volume of electricity purchase at the DAM determined by the

DAM / IDM participant in the trading zone and the settlement
period determined at the auction at the DAM, MWh,
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INTRODUCTION

Structure and scope of work. The Master's dissertation on "Short-term

forecasting of electricity prices in the market" for the day ahead "" consists of a list
of symbols, introduction, four sections, conclusions and a list of sources used. The
total volume of the work is 112 pages, including 8 tables, 16 figures, 86
bibliographic references.

Relevance of research. After the reforms in the domestic economy in the
energy sector, new conditions were created for the functioning of the electricity
market and the participation of industrial enterprises in it, which are characterized
by a high degree of uncertainty and growth of various types of risks, including
market risks. An example of such risks is the lack of profit; change in the cost of
capital; the emergence of the impact of large transactions on market parameters;
changes in market conditions; changes in fuel prices; financial and economic
losses; bankruptcy; emergence of new economic agents; growth of defaults of
consumers and contractors, etc. The processes of liberalization of the electricity
market taking place in Ukraine have led to the following specific risks: the risk of
differences between actual and contract prices when concluding long-term
contracts; spot price risks; the risk of forecasting the amount of electricity
consumed and electricity prices; the risk of accurate profit forecasting for large
market players who are joint stock companies; risks of forecasting the load of both
individual customers and customer groups. If such risks are ignored or
insufficiently taken into account, the lost consequence may be a lost consequence;
reduction of the size of profit in comparison with expected; reduction of
investment efficiency, etc.

In order to minimize the risks that may arise during the purchase and sale
of electricity and improve forecasts at the system level, it is necessary to research
and develop tools for short-term forecasting of the wholesale electricity price in the
market "day ahead" (DAM).
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In addition, price forecasting is a very important component for the
development of the future development strategy of the entire electricity sector and
IS the basis for balanced growth of various sectors of the economy in the future.

Relationship of work with scientific programs, plans, themes. The study
was performed within the framework of the tasks provided by the Law of Ukraine
"On the Electricity Market", as well as within the implementation of the "Energy
Strategy of Ukraine until 2035" "Security, energy efficiency, competitiveness™".

Purpose and tasks of the research is to conduct a criterion analysis of
forecast models of wholesale electricity prices in the market "day ahead" to reduce
the uncertainty of decision-making economic agents of the market and the
implementation of short-term forecast of wholesale electricity prices.

To achieve this goal, the following tasks were set:

— study of the regulatory framework of Ukraine on the procedure for
determining the price of electricity and the volume of purchase and sale of
electricity at DAM,;

— research of the existing methodology and methods of forecast models of
formation of the wholesale price of the electric power on DAM;

— identification of open sources and formation of a database of wholesale price
statistics in the DAmMM electricity market segment;

— study of the European experience concerning innovative approaches on
overcoming obstacles of functioning of DAM in the conditions of
liberalization.

Object of research is short-term forecasting of electricity prices.

Subject of research — methodologies and methods of forecast models of
wholesale electricity price formation.

Practical value of the results. The mathematical model of the wholesale
price of electricity based on the Random Forest method allows to obtain
information about the short-term forecast of the future price of electricity in the

market "for the day ahead". The obtained results make it possible to minimize the
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risks when buying and selling electricity, show a more accurate and easier way to
make pricing decisions in a competitive electricity market, analyzing all the factors
for the formation of the pricing process. The proposed product incremental
innovation in forecasting services allows end consumers to build more accurate
short-term forecasts of price changes in the market "day ahead".

Scientific novelty of the obtained results. Based on the study, it was
determined that in the context of reforming the energy sector of Ukraine and the
introduction of a competitive electricity market, the following proposals for
innovative developments can be provided. A promising innovation direction is the
introduction of incremental (improving) product innovations in the field of digital
technologies and application software. For electricity market participants, the most
attractive are innovative solutions for the provision of services using software for
forecasting the wholesale price of electricity at DAM.

Approbation of the Master’s thesis and publications. Materials of the
master's dissertation were published:

- XII International Scientific and Technical Conference "ENERGY.
ECOLOGY. HUMAN" from 07.05.2020, Institute of Energy Conservation and
Energy Management, National Technical University of Ukraine "Kyiv Polytechnic
Institute named after Igor Sikorsky".

- 1l Scientific and Technical Conference of IEE undergraduates from
26.11.2020, Institute of Energy Conservation and Energy Management, National
Technical University of Ukraine "Kyiv Polytechnic Institute named after Igor
Sikorsky".

Publications. Materials of the master's dissertation are published:

— Forms of organization of competitive trade in the wholesale market of
electric energy for the day ahead / G.G. Strelkova, M.T. Strelkov, K.V. Batiuta //
Energy. Ecology. Man: collection of scientific works of the XII scientific and
technical conference of the Institute of Energy Conservation and Energy
Management, May 7-8, 2020, Kyiv. - Kyiv: KPI named after Igor Sikorsky, 2020.
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- P. 81-86. [Electronic resource]. - Access mode:
URL.: https://ela.kpi.ua/handle/123456789/36865

—  Batiuta K.V. Classification and comparative analysis of models for

forecasting electricity prices / Batyuta KV // Energy. Ecology. Man: Il scientific
and technical conference of IEE undergraduates, November 26-27, 2020, Kyiv. -
Kyiv: Igor Sikorksy Kyiv Politechnic Institute, 2020. - P. 7-13. [Electronic
resource]. - Access mode:
URL.: https://iee.kpi.ua/iii-HayKoBO-TeXHIUHIN-KOHpepeHIii-ma/

Keywords: ELECTRICITY, INNOVATIVE SOLUTIONS,
FORECASTING MODELS, WHOLESALE PRICE, MARKET "DAY AHEAD",
PRICE FORMATION, TIME SEG.


https://ela.kpi.ua/handle/123456789/36865
https://iee.kpi.ua/%D1%96%D1%96%D1%96-%D0%BD%D0%B0%D1%83%D0%BA%D0%BE%D0%B2%D0%BE-%D1%82%D0%B5%D1%85%D0%BD%D1%96%D1%87%D0%BD%D1%96%D0%B9-%D0%BA%D0%BE%D0%BD%D1%84%D0%B5%D1%80%D0%B5%D0%BD%D1%86%D1%96%D1%97-%D0%BC%D0%B0/
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1 REGULATORY AND LEGAL BASIS OF UKRAINE ON THE
PROCEDURE FOR DETERMINING THE PRICE OF ELECTRICITY AND
THE VOLUMES OF PURCHASE AND SALE OF ELECTRICITY "ON THE
MARKET «DAY-AHEAD»

1.1 Organization of purchase and sale of electricity on the market "day

ahead" by the state enterprise "Market Operator”

The State Company (SC) was established on June 18, 2019 in accordance
with the Law of Ukraine "On the Electricity Market". SC MO does not receive
support from the state budget. Purchase and sale of electricity at DAM and IDM is
carried out at organized electronic auctions conducted with the help of MO
software. Financing of PR activities is carried out at the expense of DAM and IDM
participants according to the tariff for purchase and sale operations on DAM and
IDM and a fixed payment for DAM and IDM participation (target payment for the
right to use software), agreed by the regulator (NKREKP). In order to trade on the
DAM market, each participant must apply for MO participation. The form and
procedure of these applications are approved by the National Commission for
Regulation of Economic Competition. The subject of bidding is the amount of
electricity declared by market participants for sale or purchase for each operating
period in a certain amount. Only those participants who have passed the financial
operator's financial capacity test are allowed to trade on the OP platform.

In order to ensure liquidity, the regulator has the right to set:

— producers (except for micro-, mini-, small hydroelectric power plants
and electric power plants that produce electricity from alternative energy sources) -
the lower limit of the mandatory sale of electricity at DAM, but not more than 15
percent of their monthly electricity supply, respectively to market rules;

— TSO and DSO — the lower limit of the mandatory purchase of
electricity at DAM in order to compensate for technological losses of electricity for

its transmission and distribution by electricity, respectively;
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— producers producing electricity at hydro-storage substations, - the
lower limit of the mandatory purchase of electricity at the DAM to cover the
technological needs of hydro-storage stations.

SC MO is responsible for organizing the purchase and sale of electricity at
DAM and IDM, helps to ensure a balance between supply and demand in the
electricity market.

The difference between the organization of purchase and sale of electricity
at DAM and IDM is as follows.

In the IDM, the purchase and sale of electricity is carried out continuously
after the completion of bidding on the DAM and during the day of physical supply
of electricity. This market segment allows market participants to adjust and change
their trading positions and works on the principle of “each product has its own
buyer." That is, sellers and buyers declare the volumes and prices at which they are
ready to sell / buy electricity, sign a contract on the volume and price and wait for
their counterparty. In IDM, the purchase and sale price of electricity is determined
on the principle of pricing "at the stated (proposed) price" in accordance with the
Rules of DAM and IDM.

At DAM, the purchase and sale of electricity is carried out on the next day
after the day of the auction. The price in this market segment is determined by the
principle of marginal pricing with minimization of price and maximization of
trade. No participant sees the stated prices and volumes of purchase / sale of
electricity by other participants. At DAM, the purchase and sale price of electricity
is determined separately for each billing period (hour) by the market operator on
the principle of marginal pricing based on the balance of aggregate demand for
electricity and its aggregate supply. This technology of trading on DAM promotes
the development of competition in the market.

Since July 2019, SE "Market Operator" publishes daily data on the results
of orgs on DAM and IDM, publishes information on operating activities, financial
indicators, and socially important events on the official website of the company

www.oree.com.ua, Prozorro and other open platforms. In accordance with the
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Rules of DAM and IDM, the price and volumes of purchase and sale of electricity
for each billing period are published based on the results of the bidding. Daily,
decadal and monthly in-depth analysis of DAM and IDM work is also published
[5].

1.2 Rules for determining the cost of electricity sold at DAM by a
participant of DAM/IDM

The sale of electricity at DAM by a participant of DAM / IDM is
determined in accordance with the Resolution of the National Commission for
State Regulation of Energy and Utilities of March 14, 2018 N 308 "On approval of
the Rules of the market" day ahead "and intraday market" [7] .

1.2.1 Cost of electricity sold and purchased at DAM by DAM/IDM

participant in trade zone (z) and settlement period (i)

The cost of electricity sold at the DAM by the DAM/IDM participant in the

trading zone (z) and the settlement period (i) is determined by the formula:
DSzip = VSZip X PSzip (UAH)

where Vs,;,, — the volume of electricity sales at the DAM determined by the
DAM/IDM participant in the trading zone and the settlement period, MWh;

Ps,;, — the price of purchase and sale of electricity at DAM in the trading
zone and the settlement period determined at the auction at DAM, UAH / MWh;

z — index of the trading zone;

i — number of the settlement period,;

p — participant of DAM/IDM.

The cost of purchased electricity at the DAM by the DAM/IDM participant

in the trading zone (z) and the settlement period (i) is determined by the formula:

Ddzip = deip X szip (UAH)
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where V4, — the volume of electricity purchase at the DAM determined

by the DAM/IDM participant in the trading zone and the settlement period, MWh,

determined at the auction at DAM.

1.2.2. The cost of electricity sold at the DAM by the DAM/IDM participant

in the trading area on the day of delivery is determined

In the trading area on the day of delivery, the cost of electricity sold at the
DAM by the DAM/IDM participant is determined by the formula:

DSzp = Zf=1 DSzip (TpH),

where t — is the number of hours in the day of delivery.

The cost of purchased electricity at DAM by a participant of DAM/IDM in

the trading area on the day of delivery is determined by the formula:

t
Ddzp = z Ddzip (UAR).
i=1
1.3 Price restrictions on DAM and VDR for bids of DAM/IDM bidders
starting from the day of delivery on August 8, 2020

Resolution of the NKREKP of August 6, 2020 Nel526 amended the
resolution of the NKREKP of 08.04.2020 Ne766 "On the actions of electricity
market participants during quarantine and restrictive measures related to the spread
of coronavirus disease (COVID-19)" [8 -9].

In particular, it was determined that the participants of DAM and IDM in
their bids in the trade zone "IPS of Ukraine" indicate the prices for electricity
during minimum load hours (from 00:00 to 07:00 and from 23:00 to 24:00) not

higher 60% of the price during maximum load hours determined by the market
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operator in accordance with the third paragraph of Chapter 5.1 of Section V of the
Market Rules "day ahead" and intraday market, approved by the resolution of the
NKREKP of March 14, 2018 Ne 308 [7].

Therefore, for the bids of DAM/IDM participants for bidding starting from
the date of delivery on August 8, 2020, the following maximum levels of marginal

prices for both trade zones have been determined (Table 1) [10]:

Table 1.1 — Maximum levels of marginal prices in both trade zones for

applications of participants DAM/DAM

"IPS of Ukraine" "Burshtyn TPP Island”

for minimum load hours
(period from 00:00 to 07:00
and from 23:00 to 24:00):

UAH 1228.94 / MWh UAH 959.12 / MWh
(excluding VAT) (excluding VAT)

for minimum load hours
(period from 07:00 to
23:00):

2048.23 UAH / MWh 2048.23 UAH / MWh
(excluding VAT) (excluding VAT)

If the bidder DAM/IDM specifies in the bid a price that exceeds the

maximum price for the relevant period of the day, such bid shall be rejected.

1.4 Special responsibilities of electricity market participants to ensure the

general public interest

The Resolution on "Regulations on the imposition of special
responsibilities on participants in the electricity market to ensure the public interest
in the functioning of the electricity market" (hereinafter - the Regulations) was
adopted by the Cabinet of Ministers of Ukraine on June 5, 2019 [11]. This
Regulation defines the scope and conditions of performance of special obligations
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by participants in the electricity market to ensure the general public interest in the
functioning of the electricity market. The performance of special duties by
electricity market participants concerns the provision of services to household
consumers. In particular, special responsibilities include the provision of services
to ensure the availability of electricity to household consumers in order to ensure
stability, proper quality and availability of electricity, maintaining an adequate
level of security of supply without compromising the primary goal of creating a
full-fledged electricity market based on free competition in compliance with the
principles of transparency and non-discrimination.
Special responsibilities are assigned to the following electricity market
participants:
— guaranteed buyer of electricity (GB);
— producers of electricity;
— universal service providers (USP).
According to the Regulations, the special responsibilities of GP, electricity
producers and USP include:

—  sale of electricity by electricity producers — State Company ““ National
Nuclear Energy-generating Company ” Energoatom (SC “NAEC* Energoatom ”
), producer of electricity at nuclear power plants and PJSC* Ukrhydroenergo ”,
producer of electricity at hydroelectric power plants, for contracts electronic
auctions of GBs at the price of UAH 10 per 1 MWh (for details, see below);

—  sale of GP of electric energy of USP under bilateral contracts of
purchase and sale of electric energy in the hourly volumes necessary for
satisfaction of needs of household consumers, at the price established by this
Provision (in more detail see further);

—  purchase and / or sale in the trade zone “Integrated power system of
Ukraine” by GB in organized segments of the electricity market and / or under
bilateral agreements of purchase and sale of electricity concluded as a result of

electronic auctions;
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—  purchase by GB of electricity under bilateral agreements and / or on
organized segments of the electricity market in the trade zone "Burshtyn TPP
Island™ in order to provide the necessary hourly volumes of electricity to ensure
public interests in the functioning of the electricity market;

—  provision of USP services to ensure the availability of electricity for
household consumers under the relevant agreements of the GB;

— directing the difference between revenues and expenses incurred by
the GB during the performance of special obligations specified in this Regulation
to cover its own economically justified costs for the performance of special
obligations for the purchase of electricity at the "green" tariff and at the auction

price .

The price of electricity at which the GB sells electricity to the USP. This
price for electricity is calculated as the difference between the weighted average
fixed price for electricity for household consumers and tariffs for electricity
transmission services, electricity distribution services and USP services, but not
less than 10 hryvnias per 1 MWh. The fixed price of electricity for household
consumers is set by the Cabinet of Ministers of Ukraine.

Until a decision is made to set a fixed price, such a price is applied at the
level of electricity tariffs for household consumers (taking into account tariffs
differentiated by time periods), which were in force as of June 30, 2019. The
weighted average fixed price is determined taking into account the actual volumes
of electricity consumption by household consumers in the month preceding the
previous billing month.

If the estimated value of the price of electricity is less than 10 hryvnias per
1 MWh, the GB pays the USP under the contract for the provision of services to
ensure the availability of electricity for household consumers. The cost of services
to ensure the availability of electricity for household consumers is defined as the

product of the volume of electricity consumption by household consumers and the
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difference between the price of electricity, which is 10 hryvnias per 1 MWh, and
the estimated price of electricity.

On obligations of electricity producers SC “NAEC “Energoatom”” and
PJSC “Ukrhydroenergo”. Electricity producer SC “NAEC “Energoatom™ is
obliged to sell by GB at electronic auctions in each settlement month in the manner
prescribed by law in the hourly volumes necessary to meet the needs of household
consumers in the trade zone "Intagrated power system of Ukraine". Hourly
volumes required to meet the needs of household consumers are calculated by the
GB and provided by NAEC “Energoatom” by the 20th day of each month
preceding the settlement month. The volume for each settlement hour is
determined by the GP as a total within the relevant hour for all USP and is
calculated on the basis of the information received in accordance with this
Regulation.

The electricity producer PIJSC “Ukrhydroenergo” is obliged to sell SOEs at
electronic auctions in each settlement period in the manner prescribed by law, 30
percent of the forecast volume of electricity supply at hydroelectric power plants,
approved in the forecast balance of the integrated energy system of Ukraine for the
month.

According to the Resolution of the Cabinet of Ministers of Ukraine of
August 19, 2020 [12], the Regulations were amended to ensure the performance of
special duties. According to the changes, NAEC Energoatom and PJSC
Ukrhydroenergo (separately for each producer) must provide in each settlement
month the weighted average price of electricity sales in all commercial market
segments (DAM, IDM, BM, BAM and RDP) at the level of not lower than the
price of cost recovery, namely:

Ccost X Vactual - PSSR X VSSR

Pcost coverage —

Vactual - VSSR
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where C.,s; - production cost of electricity production of NAEC
Energoatom or PJSC Ukrhydroenergo (separately for each producer) in accordance
with the financial plan for the respective year, UAH / MWh;

V,ctuar - the actual supply of electricity by the state enterprise NAEC
Energoatom or PJSC Ukrhydroenergo (separately for each producer) in each
billing month, MWh;

Pssr - the sale price of electricity of NAEC Energoatom or PJSC
Ukrhydroenergo (separately for each producer) within the framework of special
obligations of SE, UAH / MWh;

Vssg - the volume of electricity sold by NAEC Energoatom or PJSC
Ukrhydroenergo (separately for each producer) within the framework of

performing special duties in the respective settlement month of SE, MWh.

Conclusions on the first section

Starting from 2019, the electricity market was introduced according to the
new model. To ensure the functioning of a competitive wholesale electricity
market, a regulatory framework has been developed since the introduction of the
new electricity market model.

The purpose of the regulatory changes was to create a competitive
environment for all market players.

Regarding DAM, during this time the principles of organization of
purchase and sale of electricity at DAM by the state enterprise "Market Operator"
have been determined.

There is a significant improvement in data disclosure compared to previous
market models. DAM is the most transparent segment of the electricity market in
Ukraine: data are published regularly and there is regular reporting.

There have also been changes in the regulatory framework regarding the
procedure for determining the price of electricity and the volume of purchase and
sale of electricity at DAM.
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In particular, normative and legal documents concerning the rule of
determining the cost of electricity sold at DAM by a participant of DAM/IDM
came into force.

Taking into account the current state of the economy and society due to the
introduction of quarantine and restrictive measures related to the spread of
coronavirus (COVID-19), the actions of electricity market participants were
identified and price restrictions on DAM and IDM were adopted for DAM/IDM
participants.

A number of legal documents have been adopted regarding the special
responsibilities of electricity market participants to ensure the public interest.

However, despite regulatory changes, the existing mechanism of special
obligations restricts competition, imposes restrictions on state-owned producers
and allows private companies to take advantage of imperfections in the DAM and
IDM Rules.

Household consumers, regardless of their income, do not pay the full cost
of electricity. The difference between the market price and the price for household
consumers makes it possible to obtain volumes of electricity declared for the

population at a price below the market price.
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2 METHODOLOGY AND METHODS OF FORECASTING MODELS OF
FORMATION OF THE WHOLESALE PRICE OF ELECTRICITY ON DAM

2.1 Short-term forecasting as a tool to reduce the risks of participants in the

competitive electricity market

As a result of market reforms in the domestic economy in the energy
sector, new conditions for the functioning of industrial enterprises have been
formed, which are characterized by a high level of uncertainty and an increase in
the types of risks.

To ensure sustainable development and fulfillment of strategic goals of the
energy sector, it is necessary to be able to manage risks. However, in the domestic
electricity industry it is not always possible to give an accurate quantitative
assessment of risks in advance, and methods for determining the degree of risk are
not yet sufficiently developed. In this regard, there are difficulties in minimizing
risks and estimating the cost of managing them. Therefore, each company
independently determines the level of acceptable risk, chooses tools and methods
to avoid or reduce losses.

Market risks are external risks and include loss of profit; change in the cost
of capital; the emergence of the impact of large transactions on market parameters;
changes in market conditions; changes in fuel prices; financial and economic
losses; bankruptcy; emergence of new economic agents; growth of non-payments
of consumers and contractors; etc.

Risk management in generating companies requires a systematic approach
that takes into account the specifics of the industry, using powerful tools of modern

risk management, such as: operational hedging, limit policy, henging! using

1 Hedging - the opening of transactions in one market to compensate for the impact of price risks
on the opposite position in another market in equal parts. Hedging is realized to insure the risks
of price changes through the conclusion of agreements within futures markets. Thus, due to
hedging, a person is insured against the risks of market price fluctuations. However, there is a
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derivatives ? (derivative instruments), transfer of risks to third parties, optimization
of commodity and cash flows, use of contracts with option characteristics and so
on.

The consequences of ignoring or not taking into account the risks for
businesses manifest themselves in the form of lost profits; reducing the amount of
profit compared to expected; reducing the efficiency of investments; the
emergence of unplanned costs of labor, material or financial resources; the
emergence of excessive stocks of resources due to unsold products, etc.

Despite the potential danger of consequences and losses caused by the
implementation of a particular type of risk, it is a catalyst for progress, a source of
possible profit. Short-term load forecasting can reduce spot market risks an hour
ahead by providing more accurate estimates of gradual load reduction from
individual customers or customer groups [16-18].

The energy company must be able to establish the optimal ratio between
the income from the sale of real assets and operations in derivatives markets, based
on the first direction. In the long run, the management of the portfolio of
generating capacities implies the commissioning or decommissioning of certain
capacities, as well as their purchase or sale. In the medium term, working with the
portfolio involves determining the period of time, the withdrawal of capacity for
repair, reconstruction or technical re-equipment. In the short term, it is necessary to

determine in which market sectors each unit of a power plant will operate.

disadvantage of hedging, because when the risk increases for the buyer, the price of the contract
always falls slightly. Hedging is primarily aimed at reducing losses, not increasing profits [13].
As for the electricity market, hedging is usually carried out by generating companies, network
organizations, sellers and buyers of electricity. A distinctive feature of hedgers in the wholesale
electricity market is the need to supply and receive electricity [14].

2 Explanation of the concept of ""derivative™ in the context of the electricity market. A
derivative is a financial instrument whose price comes from the price of the underlying asset
(securities, currency, commodities, etc.). It is essentially a contract that may involve an
obligation to buy or sell something in the future for a certain amount (for example, a forward, a
futures, a swap) or a right (an option). However, if the derivative provides for an obligation,
payment is made only at the end of the contract. If it is an option, then you need to pay a
"premium” for its conclusion, and at the end of the contract, if the right to buy or sell the
underlying asset will be used [15].
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Liberalization of the electricity market leads to the following risks: most
consumers are forced to pay all deviations in price, which leads to an increased risk
of default; when concluding long-term contracts, sales companies bear the risks of
deviation of actual prices from contract prices; risk of forecasting the volume and
prices of electricity; the risk of the accuracy of the profit level forecast for large
participants who are joint stock companies. [19-20].

The development of tools for short-term forecasting of the wholesale price
of electricity at DAM can minimize the risks of buying and selling electricity for

the day ahead, providing better forecasts at the system level.

2.2 Components of time series: trend, seasonality, cyclicity and irregularity

The key properties of time series, or components of time series in energy
statistics, are trend, seasonality, cyclicality, and irregularity. In this case, time
series can contain one component (trend, seasonality, cyclicity or irregularity), and
several such components simultaneously [21].

Each level of the time series is formed under the influence of a large
number of factors that cause the regularity or randomness of its
formation. Identification and analysis of time series components are necessary for
the choice of forecasting method, so an important step in the analysis of the time
series is its decomposition (or decomposition into components).

The task of decomposition of the time series is to analyze the factors
influencing the value of its levels, to distinguish between the main and random,
and then among the main - evolutionary and periodic (seasonal,
cyclical). Evolutionary factors determine the general direction of development of
an economic indicator, its leading trend. Seasonal and cyclic components
determine the regular fluctuations of the series. Random factors are not subject to
measurement and accompany any economic process and determine the stochastic

nature of its elements.
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Therefore, in the analysis of time series it is customary to represent the
time series in the form of the sum of the systematic component and the random

deviation from it:

ye =f() + &, (2.1)

where f(t) — is a non-random function of time (deterministic part,
systematic component);

g — random, nondeterministic part.

The deterministic part in equation (2.1) may include a trend component, a
seasonal component and a cyclic component.

A trend component is a long-term non-random component of a time series
that represents an increase or decrease in a time series over a long period of
time. When data increases or decreases over several time periods, there is a trend
(or trend) in the time series. From the point of view of forecast modeling, the
trend is the most important component of the time series. The main factors that
influence and help explain the trend of the time series are changes in population,
prices, consumer preferences, technology, productivity, inflation and more. The
trend component is described by a function, which will be further denoted by the
symbol .

Seasonal component . A large amount of economic data is affected by the
time of year. Seasonal fluctuations are periodic for one year with a more or less
stable structure that appears annually and repeats year after year. Seasonal patterns
arise from the effects of the weather or from calendar-related events such as school
holidays and public holidays. For example, the demand for fuel oil increases in
winter and falls in the warmer months. Seasonal fluctuations are usually found in
quarterly, monthly or weekly data. Thus, the seasonal component is measured
quarterly, monthly or weekly. For the lunar series, the seasonal component

measures the variability of the data every January, every February, etc. ; for a
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quarterly time series there are four seasonal elements - one for each
quarter. Therefore, in a number of monthly data we should expect the presence of
seasonal fluctuations with a period of 12, in quarterly series - with a period of 4.
The seasonal component is denoted by the symbol

The cyclic component (or conjunctural oscillations) are undulating
oscillations that are similar to seasonal ones, but appear at longer time
intervals. Usually, one cycle is completed within a few years. The time series with
a cyclic component has a cyclic peak and decline. Cyclical fluctuations are
explained by the action of long-term cycles of economic, demographic or climatic
nature, however, as a rule, cyclical fluctuations lead to changes in economic
conditions. On the other hand, demand for basic consumer goods is less dependent
on changing economic conditions. The cyclic component is described by a function
denoted by the symbol .

Irregular (or random) component . The irregular component consists of
unpredictable or random oscillations. The impact of random events, which alone
may not be particularly important, but the combined effect can be large, such as
earthquakes or sudden changes in weather. By their nature, these consequences are

completely unpredictable. An irregular component is denoted by the symbol.

2.3 Characteristics of time series of electricity prices in wholesale markets

The dynamics of demand for electricity is influenced by economic and
economic activity, as well as weather conditions. These key factors explain the
high frequency of declining electricity prices reported for all wholesale markets.
There are daily, weekly and seasonal frequency. A number of works also noted the
number of prices in daylight - calendar effects (wholesale markets of California
(USA), PIJM (USA) and Spain) [22,23].

Virtually all of the studied series of electricity prices (both time and
average daily) were to be distributed, different from normal by the available letters

and important tails.
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Price series are characterized by positive express coefficients - from
measured values (in the optical markets of MISO (USA), Great Britain) to high
values (in the optical markets of California (USA), New England (USA), LPE /
EEX (Germany / Europe), Australia) .

Electricity price distribution functions have an asymmetry to the right
(positive asymmetry coefficient).

In the long run, electricity prices ensure that power returns to average. With
increasing demand for electricity, road generating units are loaded, which leads to
an increase in equilibrium prices for electricity. As the survey decreases, it is
satisfied with cheaper generating units. This dynamic description is influenced by a

modified condition, which is a cyclic process that returns to the mean.

2.4 Review of methodology and methods of forecast models of formation of

the wholesale price of electricity at DAM

Since the early 1990s, the process of deregulation and the introduction of
competitive electricity markets has changed the landscape of the traditionally
monopolistic and government-controlled energy sector. Across Europe, North
America and Australia, electricity is now sold under market rules using spot and
derivative contracts. [24-25].

However, electricity is a very special commodity: it is not stored in large
quantities in a cost-effective way, and the stability of the energy system requires a
constant balance between production and consumption. At the same time, the
demand for electricity depends on the weather (temperature, wind speed,
precipitation, etc.) and the intensity of business and daily activities (during peak
and off-peak hours, weekdays against weekends, holidays, etc.). These unique
characteristics lead to price dynamics that are not observed in any other market,
demonstrating daily, weekly and often annual seasonality and sharp, short-lived

and usually unpredictable price jumps [26].
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The choice of management decision in a competitive market is often
associated with the analysis and evaluation of the behavior of different types of
economic agents, the specifics of electricity as a commodity, the conditions of
management decisions in managing supply and demand in the electricity market
and more. Therefore, over the past 15 years, electricity price forecasts have
become a major contribution to decision-making mechanisms by energy
companies at the corporate level.

Electricity price forecasting focuses on forecasting spot and forward prices
in the wholesale electricity market.

High price volatility, which can be two orders of magnitude higher than
that of any other commodity or financial asset, has forced market participants to
hedge not only volume but also price risk. Price forecasts from several hours to
several months ahead have become particularly interesting for government
portfolio managers. An electricity market participant that is able to predict volatile
wholesale prices with a certain level of accuracy can adjust its trading strategy and
its own production or consumption schedule to reduce risk or maximize day-ahead
trading profits [26]. Due to a 1% reduction in the average absolute percentage error
(MAPE) of short-term price forecasts, the estimated savings for utilities with a
peak load of 1 GW are $ 300,000 per year [27].

According to [24] in the classification of approaches to modeling the
forecast of electricity prices can be conditionally defined six classes: multiagent
models, fundamental (structural) models, quantitative stochastic models, statistical
models and methods (econometric models), models based on artificial intelligence,
machine learning , (nonparametric, nonlinear statistical models) and hybrid

models. Consider further briefly the content of the main classes.
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4[ Classification of electricity price forecasting models

l[ Multi-agent models

*Nesh-Cournot framework
*Supply function equilibrinm
*Strategic production cost

» A gent-based models

*Parametric fimdamental models
*Parsimonious structural

[ Fundamental models
[ Stochastic models

*Spot price models
*Forward price models

*Time series models without exogenous
variahles

A
*Exponential smoothing
*Regression models
*Time series models with exogenous variables

{ Models of machine learning

N T N —A —— A ———

*Fuzzy networks
= Support vector machines

—
—
1{ Statistical models
—
—

[ Hybrid models

—

A combination of two or more of these classes of
models and methods.

» Artificial neural networks }

Figure 2.1. Classification of electricity price forecasting model

2.4.1 Class of multiagent models of electricity price forecast

Multiagent models (multiagent modeling, equilibrium, game theory) model

the work of a system of disparate agents (generating units, companies), interacting

with each other, and build a pricing process, matching supply and demand in the

market [28].

Multi-agent models tend to focus on qualitative issues rather than

quantitative outcomes. They can give an idea of whether prices will be above

marginal costs and how this may affect player performance. However, they create

problems if quantitative conclusions need to be drawn, especially if electricity

prices are to be predicted with a high level of accuracy. This class of electricity

price forecast modeling includes cost-based models (or production cost models,
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PCM) [29], equilibrium models or game theory (eg Nesha-Cournot, supply
function equilibrium - SFE, strategic cost models - SPCM) [30-33], and agent-
based models [33].

In models based on game theory, strategies for the behavior of participants
in the wholesale electricity market are modeled. Using different models of
achieving equilibrium, the influence of the behavior of individual producers on the

equilibrium price is taken into account [35-37].

2.4.2 Class of fundamental (structural) models of electricity price forecast

Fundamental (structural) models try to cover the basic physical and
economic relationships that exist in the production and trade of electricity [37]. In
such models, functional relationships between the main drivers (load, weather
conditions, system parameters, etc.) are postulated, and the main input data are
modeled and predicted independently, often using statistical methods, artificial
intelligence programming methods. In general, we can distinguish two subclasses
of fundamental models: multiparameter models [38] and economic structural
models of supply and demand [39].

The projected value of the price of electricity can be determined by the
results of the auction. This pricing principle includes bids for the price of
consumers (buyers) and producers (sellers) of electricity, as well as economic and
technological limitations of the power system. That is why the forecast prices
generated by such models are very sensitive to violations of these assumptions.
Due to the fact that fundamental models require a large amount of source data,
their use for short-term forecasting is limited.

In the practical implementation of fundamental models there are two main
problems: the availability of data and the inclusion of stochastic oscillations of the
main drivers. In setting the problem when creating a model, specific assumptions

about the physical and economic relations in the market are introduced, and
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therefore the forecast prices generated by the models are very sensitive to

violations of these assumptions.

2.4.3 Class of quantitative stochastic models of electricity price forecast

Quantitative stochastic models characterize the statistical properties of
electricity prices over time, with the ultimate goal of estimating derivatives and
risk management [24]. Their main intention is not to provide accurate hourly price
forecasts, but rather to reproduce the main characteristics of daily electricity prices,
such as marginal distributions at future time points, price dynamics and the
correlation between commaodity prices. If the chosen pricing process is not suitable
for determining the main properties of electricity prices, the results of the model
are likely to be unreliable. However, if the model is too complex, the
computational load will prevent it from being used online in trading platforms.

Depending on the type of market under consideration, these models can
also be further divided into two groups.

The first group of quantitative stochastic models are spot price
models.These models provide a significant reflection of the dynamics of spot
prices. Their main disadvantage is the problem of pricing for derivative financial
instruments, ie the identification of spot and forward prices by risk premium [40].
Their two most popular subclasses include diffusion jump models and models with
Markov switching modes.

The model of diffusion jumps can be considered as a one-factor medium-
return model of jump diffusion, close to the classical exponential one used in the
electricity markets. The model is easy to calibrate. Due to its simple and
economical structure, the diffusion jump model is widely used among practitioners
[41-42].

Markov chain model prediction models assume that the future state of a
process depends only on its current state and does not depend on previous ones. In

this regard, the processes modeled by Markov chains should refer to the processes
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with short memory. The structure of the Markov chain and the probabilities of state
transition determine the relationship between the future value of the process and its
current value [43].

The second group of quantitative stochastic models is forward price
models. These models allow you to determine the prices of derivative financial
instruments in a direct way, but only with those that are recorded on the forward
price of electricity. However, they also have their limitations. The most important
of them are the lack of data that can be used for calibration and the inability to

obtain spot price properties based on the analysis of forward curves [38, 44].

2.4.4 Class of statistical models (econometric models) and methods of

forecasting electricity prices

Statistical models (econometric models) and methods predict the current
price using a mathematical combination of previous prices and / or previous or
current values of exogenous factors, usually consumption and production
indicators or weather variables [24].

Some statistical models are based on the analysis of time series. The two
most important categories in the class of statistical models are additive and
multiplicative models. They differ in whether the estimated price in the additive
model is the sum of a number of components, and in the multiplicative model the
estimated price is the product of a number of factors. Additive models are much
more popular, but they are both closely related. The multiplicative price model can
be converted into an additive model for a logarithmic price scale.

Statistical models are attractive in that a certain physical interpretation can
be attached to their components, allowing engineers and system operators to
understand their behavior. The statistical approach is the direct application of
statistical methods of load forecasting, as well as the implementation of
econometric models in energy markets. These models are often criticized for their

limited ability to model (usually) nonlinear behavior of electricity prices and
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related fundamental variables. However, in practical application, their
effectiveness is not worse than that of nonlinear methods of artificial intelligence.
Statistical models are very diverse and include:
1. Models and methods of similar day and exponential smoothing [45].
2. Regression models [46].
3. Time series models [26, 45, 47-49]:
— without exogenous variables (AR, ARMA, ARIMA, fractional
ARIMA - FARIMA, seasonal ARIMA - SARIMA, threshold AR -
TAR)
— time series models with exogenous variables (ARX, ARMAX,
ARIMAX, SARIMAX, TARX).
4. Models of heteroskedastic time series (GARCH, AR-GARCH) [26,
50].

Exponential smoothing is a very effective and reliable method of
forecasting. The main advantages of the method include: the ability to account for
the weights of the source information, the simplicity of computational operations,
the flexibility of describing the various dynamics of processes. The method of
exponential smoothing makes it possible to obtain an estimate of the trend
parameters that characterize not the average level of the process, but the trend that
has developed since the last observation. The method is most widely used to
implement medium-term forecasts. For the method of exponential smoothing, the
main and most difficult is the choice of the smoothing parameter o, the initial
conditions and the degree of the prediction polynomial [51,52].

In exponential smoothing, as in the above models to obtain a forecast for a
certain period of time, all past values of the time series are used. In these models, it
is assumed that past values contain information about what will happen in the
future. However, past values include both random fluctuations and information
regarding the basic structure of the series. Therefore, it is assumed that due to

exponential smoothing, extraordinary fluctuations that represent randomness in a
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number of historical observations will be eliminated, and non-random information
of all observed values of the series will be preserved. The difference between the
models of exponential smoothing is that the time series is smoothed using an
exponentially weighted average, in which the weights are subject to the
exponential law. Due to the change in the weight of the values over the time series,
the initial and last values of the time series differ in their effect on the forecast.
Forecasts for such models provide for regular recalculation at the end of the last
period and the emergence of new data for the forecast. Many models of
exponential smoothing have been developed, but in most practical cases the
following three models are most often used to construct the forecast. The model of
time series forecast by the method of simple exponential smoothing is used in
cases when the time series does not contain a trend component and a seasonal
component. According to this model, it is assumed that the time series of data has
only a random component. The construction of the forecast according to this model
Is based on the simplest method of smoothing - the method of exponentially
weighted average. The model of forecasting time series by the method of double
exponential smoothing is used in cases where the time series in addition to the
random component also contains a component of the trend, but no seasonal
component. To build a forecast in this model uses the Holt method. The model of
forecasting time series by the method of triple exponential smoothing is used when
the series contains in addition to the random component and trend components,
also the seasonal component. To build a forecast in this model uses the Winters
method. This method is sometimes called the Holt-Winters method [21]. To build a
forecast in this model uses the Holt method. The model of forecasting time series
by the method of triple exponential smoothing is used when the series contains in
addition to the random component and trend components, also the seasonal
component. To build a forecast in this model uses the Winters method. This
method is sometimes called the Holt-Winters method [21]. To build a forecast in
this model uses the Holt method. The model of forecasting time series by the

method of triple exponential smoothing is used when the series contains in addition
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to the random component and trend components, also the seasonal component. To
build a forecast in this model uses the Winters method. This method is sometimes
called the Holt-Winters method [21].

Regression analysis — a method of modeling the measured data and the
study of their properties [53]. The data consist of pairs of values of the dependent
variable and the independent variable. The regression model is a function of an
independent variable and parameters with a random variable added. The model
parameters are adjusted so that the model is closest to the input data. The criterion
for the quality of the approximation (objective function) is usually the root mean
square error: the sum of the squares of the difference between the values of the
model and the dependent variable for all values of the independent variable as an
argument. Regression analysis is used to predict, analyze time series, test
hypotheses and identify hidden relationships in the data.

When creating a regression model, it should be borne in mind that the
regression equation does not assess the impact of each factor on the studied
indicator, such an assessment is possible only when all other factors are not related
to the studied. If the studied factor is related to others that affect the indicator, then
the assessment will be a mixed description of the influence of the factor. This
characteristic contains the direct and indirect influence of the factor, which is made
through the connection with other factors and their influence on the studied
indicator. Therefore, the regression equation does not include factors that show a
weak relationship with the studied indicator, but are closely related to other factors.
Functionally related factors are also not included in the equation. To assess the
quality of the calculated regression equation perform an assessment of the degree
of similarity between the results of observations of the indicator and the calculated
regression equation values at these points in the parameter space. The problem of
regression analysis can be considered solved, and the model qualitative, if the
results are close. Otherwise, the regression model is sent for revision, make

changes to the regression equation and repeat the calculations to estimate the
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parameters. The problem of choosing independent influencing factors is quite
difficult. All this leads to a rather complex implementation of multifactor
regression forecasting models, provided that the specified accuracy of the forecast
[51].

The price is modeled as a function of these variables:
Ve = ;2711 ;X + &, (2.2)

where «; — the i-th regression coefficient,
x; — regressors (independent variables),

g — Error.

Explanatory independent variables are established on the basis of
correlation analysis of the relationships between them and the dependent change.

Arima models proposed by J. Box and G. Jenkins [55] cover a fairly wide
range of time series, and small modifications of these models allow you to
accurately describe the time series with seasonality, which include electricity
consumption of industrial enterprises. The ARIMA models include, as individual
cases, autoregression models of order p (AR (p) -model), models of variable mean
order g (MA (q) -models) and ARIMA (p, ) -models, which are about connection
of AR (p) -model and MA (q) -model.

The construction of ARIMA models is also an effective auxiliary tool for
calculating the predicted values of individual factors that affect the variable of the
dependent indicator during forecasting based on multifactor regression models,
models of simulation equations, etc. In addition, in practice, you can build a
variety of ARIMA models, in particular ARMAX models, which simultaneously
with the lag variables of the studied indicator can take into account additional
exogenous factors in various forms. Such peculiar "hybrids" of linear multifactor

regression and ARIMA models with the correct specification are quite effective



48

and can reduce the prediction error compared to classical multifactor regression
models or even with pure ARIMA models [56].

Autoregression model AR (p) is a model of time series in which the values
of the time series at a given time depend linearly on the previous values of this
series (2.3):

ye=c+ Zij a;Yi-1 t &, (2.3)
where ¢ — he constan,

a; — the i-th regression coefficient,

g — Error.

Autoregression model - variable mean ARMA (p, q) generalizes two
simpler time series models - the autoregression model AR (p) and the model of the
variable mean MA (q) (2.4):

Ye =cC+ Zi:lz Aiye—1 + Zi:? Pigr—1 + & (2.4)

The ARMA model can be interpreted as a linear model of multiple
regression, in which the explanatory variables are the past values of the most
dependent variable, and in the case of the regression residue - the moving averages
of the elements of white noise. If the AR and ARMA models are correct, their
random errors are white noise. These models are applied to stationary series.

In 1976, J. Boxing and J. Jenkins developed the ARIMA model. ARIMA
models are applied to integrated or multistationary time series - non-stationary
time series, the differences of some order from which are stationary time series.
The ARIMA model (p, d, g) has the form:

Ay, =c+ Zi:? aiAy,_ 1 + Zi:cf Bit-1 + &, (2.5)

whereA? — the d-order difference operator (Ay, = y, — y,_, — first-order

difference)
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In the study of series, it is advisable to assess the stationarity of the series,
the presence of single roots, the order of integration of the time series. If the order
of integration is greater than zero, the original series is converted by taking the
difference of the corresponding order (in practice, the first or second order is
usually used). The ARMA model is built for the obtained stationary series. In
essence, the ARIMA model considers the evolution of the increase in electricity
prices instead of the price value. If the model is chosen correctly, its random errors
should behave like white noise. This model can also be used on time series, which
have a pronounced seasonal frequency. The ARIMA model allows to build
specifications that take into account multiple seasonality. This generalization of the
ARIMA model is sometimes called SARIMA (Seasonal ARIMA), and it is widely
used to forecast prices in electricity markets.

In 1980, C. Granger proposed the ARFIMA model, which allows the
existence of a non-integer parameter of the order of integration of the time series.
This model allows to simulate the effects of long-term memory.

Exogenous variables (both predictive and retrospective) can be included in
autoregressive models.

In the autoregressive models AR, ARMA, ARIMA and ARFIMA it is
assumed that the data have the property of homoskedasticity. They do not take into
account the changing over time volatility (heteroskedasticity), which is an
important feature of price series in wholesale electricity markets.

In 1997, Campbell Lo and MacKinlay developed a general concept of a
class of nonlinear processes that describe the nonlinear dependence of the current
value of a given indicator on the current and lag values of random variables: The
most popular among nonlinear models are ARCH, GARCH, which use them. to
model and predict the volatility of financial series, and switching models to
describe the different behavior of time series at different times.

ARCH / GARCH models belong to the class of nonlinear models with
conditional variance that changes over time, which allows, in addition to the

average value of the studied indicator, to simultaneously model the dynamics of its
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variance, and thus correctly describe phenomena such as volatility clustering,
information asymmetry, etc. [56 ].
In 1982, R. Engle developed a model of autoregressive conditional
heteroscadasticity (ARCH) [59]. The ARCH residue model is as follows (2.6):
E = O1Zy, (2.6)
where o, — the time-dependent standard deviation,
z; —a random variable having a normal distribution, an average value

equal to 0, and a standard deviation equal to 1;
o =+ X1 nel (2.7)
where ¢, —the constant,

n; —the j-th coefficient of the model.

The ARCH model is able to reflect the change in volatility over time and
its clustering, as well as the heavy distribution tails observed in market data. In the
future, a model of generalized autoregressive conditional heteroscadasticity
(GARCH) appeared. In the GARCH model, the current conditional variance of a
random error depends not only on the squares of the random errors, but also on the
previous values of their variances [56]. The GARCH model (m, k) has the form
(2.8):

[= .=k
of = 6o+ NiZT Gi0i; + Xizi njEl (2.8)

There are specifications of GARCH models that can capture asymmetric
nonlinear effects, lever effects.

Achieving the adequacy of ARIMAX models, in turn, imposes restrictions
on the number of external factors, which can also be a "barrier" to the use of these
models for forecasting prices in the electricity sector. The application of parametric
models for forecasting the market situation in the electricity market is considered
in detail in [58].
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2.45 A class of electricity price forecast models based on artificial

intelligence and machine learning

Models based on artificial intelligence and machine learning (non-
parametric, nonlinear statistical models) combine elements of learning, evolution
and fuzzy to create approaches that can adapt to complex dynamical systems.
These models can be considered "intelligent”. In this sense, artificial neural
networks [47, 60-61], fuzzy systems [60, 62] and the reference vector method
(SVM) [44,63] are the main classes of models of artificial intelligence and machine
learning. Their main advantage is the ability to cope with complexity and
nonlinearity. Models based on artificial intelligence also belong to the group of
time series prediction models. Models of this group, when forecasting the price of
electricity, use retrospective price values and exogenous variables, allow to take
into account the complex nonlinear relationship In general, artificial intelligence
methods better model these features of electricity prices than statistical methods.
At the same time, this flexibility is also their main weakness. The ability to adapt
to nonlinear, abrupt behavior will not necessarily lead to better point or
probabilistic predictions.

Artificial neural network (ANN) is a mathematical model, the principle of
which corresponds to the principle of functioning of biological neural networks.
The main elements of the ANN model are artificial neurons (the simplest
processors), capable of sending the output signal obtained by processing a set of
input signals [67].

An important stage of prediction based on ANN is the so-called network
learning process, which consists in determining and "adjusting” the weight of each
signal at the input of the neuron so that the value at the output of the network
corresponds to the target (actual) value. In other words, learning is the process of
solving an optimization problem to minimize the error between the values of the

target (actual) parameter and the output parameter of the network.
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It should be noted that the network parameters directly depend on the
complexity of the task, ie there are no unambiguous ANN parameters (including
their number) to solve different problems [64].

The following steps can be distinguished in the use of ANN models to
solve forecasting problems:

1) determination of a set of factors influencing the target parameter;

2) formation of the network structure and its training (with further
assessment of the network's ability to summarize information);

3) direct forecasting on a trained network [65]. It is important to emphasize
that at the stage of forecasting only the input parameters are known, the supply of
which to the network input allows to obtain the predicted values of the analyzed
parameter.

The method of reference vectors, known in the English literature [66] as
support vector machine (SVM), is a machine algorithm that is taught by example
and used to classify objects. SVM is based on some mathematical essence - an
algorithm for maximizing some mathematical function relative to the existing data
set. The SVM method in tests beats other methods in terms of speed and accuracy
of categorization. SVM can be successfully used to control complex
electromechanical systems, it can ensure the adaptability of control algorithms,
perform observer functions, identifier of unknown parameters, some reference
model, it can be used to control complex nonlinear objects, as well as objects with
stochastic parameters [ 63].

The support vector machine (SVM) method is used, for example, to predict
market movements and electricity prices. The method is based on the classification
produced by translating the original time series, represented as vectors, into a space
of higher dimension and finding a separating hyperplane with the maximum gap in
this space. The task of forecasting is solved in such a way that at the stage of
training the classifier independent variables (external factors) are detected, the
future values of which determine in which of the previously defined subclasses the

forecast Z (t) will get.
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2.4.6 Class of hybrid models of electricity price forecast

Many of the approaches to price modeling and forecasting discussed in the
literature are hybrid solutions that combine methods from two or more of the
above groups. Their classification of the outfit is not possible. For example, the
hybrid model AleaModel (AleaSoft) combines neural networks and the Box
Jenkins model. The advantage of hybrid models is that the combinations of models
give the best result in forecasting electricity prices and reduce the risks in practice
of using such models, as well as take into account different price features

compared to individual forecasting methods.

2.5 Statistical methods for estimating the error of the forecast of time series

for the choice of the method of forecasting energy demand

Prediction accuracy is usually determined by comparing the values of the
initial time series y,, y,, . .. with the corresponding values of the forecast y;, y,,
... The error of the forecast is called the difference between the actual and forecast
values.

The forecast error e for the time period t is the difference between the

actual value and its forecast value determined by the formula (2.9):

et =Y — Ve (2.9)

The final decision on the use of a particular method and method of
forecasting is made after calculating the forecast error. If the application of this
method gives sufficiently small errors, then this approach can be used in their
research.

Today, it is possible to create a forecasting method that creates relatively
small forecast errors on a regular basis.

Depending on the method by which forecasting is performed, there are

different methods for estimating forecast error (2.9). The most commonly used
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methods of estimating forecast error, which involve the use of the average function
of forecast error. These methods make it possible to:
— perform a comparative analysis of the accuracy of different forecasting
methods;
— to investigate the expediency, adequacy and reliability of the application of a
certain method or model of forecasting;
— help in finding the optimal method or model of forecasting.
Next consider the most typical methods for estimating forecast error, which

are based on averaging [21].

2.5.1 Estimation of forecast accuracy by the value of the mean absolute

deviation

Mean absolute deviation (MAD) is a method of estimating the accuracy of
the forecast, which is used to estimate the value of the average absolute deviation
of the actual and forecast values. MAD is calculated by the formula: If there is a
data set consisting of n observations for which the forecast was calculated, then the

mean absolute deviation is calculated by the equation (2.10):
1 1 ~
MAD = n t=1led = ;Z?:lb’t — ¥l (2.10)

Where n is the number of observations for which the forecast was
calculated.

This method does not reflect the change in the forecast variable relative to
the actual one, because the mean absolute deviation MAD is the sum of the
absolute values of the forecast errors divided by the number of time periods n used

in the forecast.
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2.5.2 Estimation of forecast accuracy based on the value of absolute

percentage error

Mean absolute percentage error (MAPE) is another method that estimates
the accuracy of the forecast in percent. The application of this method is especially
relevant when the approach is especially useful when the values are large. The
value of the average absolute percentage error MAPE is determined by the formula
(2.112):

100% |yVe—Pel
MAPE = —- ?zlyty—tyf (2.11)

MAPE is determined by finding the absolute error in each period and
dividing this value by the actual value for this period, average these absolute errors
for the observed period, and then multiply the result by 100%.

This method of estimating the accuracy of the forecast by the equation has
the following characteristics:

— MAPE is measured as a percentage;
— MAPE can be used to compare forecast accuracy for the same and different
forecasting methods applied to two completely different time series;

— MAPE is not calculated in the case equal to zero.

2.5.3 Estimation of forecast accuracy based on the value of the average

percentage error

Mean Percentage Error (MPE) is used to determine the level of the forecast
value relative to the actual value (stable above or below). The forecast offset can
be described as a tendency either to overestimate the forecast value (forecast more
than the actual value) or to underestimate (forecast less than the actual value),

which leads to forecasting error. The average percentage error of the forecast
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measures the "percentage shift" and is used to assess the accuracy of the
forecasting method.

Formally, MPE is calculated by finding the error in each period, dividing it
by the actual value for this period, and then averaging these errors and multiplying
the result by 100%. The average percentage error is calculated by the equation
(2.12):

100% e 100% -y
MPE =—2=-3y1_ L=—2.yn 2t (2.12)
n Yt n Yt

This method of estimating the accuracy of the forecast has the following
characteristics:

— if the result MPE is close to zero, the prediction method is unbiased,;

— if the result MPE is a large negative percentage, the forecasting method
constantly overestimates the result;

— if the result MPE is a high positive percentage, the forecasting method
constantly underestimates the result;

— MPE is determined as a percentage;

— MPE can be used to compare the accuracy of different methods, using
completely different time series;

— MPE is not calculated in the case for the period t is zero.

2.5.4 Estimation of forecast accuracy according to the value of standard

error

Mean squared error (MSE) is the most typical method for estimating the
forecasting method. This error is calculated as follows: each error is squared, after
which all errors are summed and the result is divided by the number of

observations. The calculated formula for the standard error is as follows (2.13):

1 1 ~
MSE = ;Z?:l etz = ;Z?ﬂ(}’t - Yt)z (2.13)
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This the method of estimating the accuracy of the forecast has the
following features:
— MSE records the presence of large forecasting errors, as each error is
squared;

— MSE is usually used to find very large errors of different forecasting models.

2.5.5 Estimation of forecast accuracy by the value of the square root of the

root mean square error

Another method of estimating the accuracy of the prediction is the square
root of the root mean square error (RMSE). The calculation of this estimate is

based on the following equation (2.14):

RMSE = MSE = \/%2;;1 e? = \/%z;;l(yt —9,)2 (2.14)

The method of estimating the accuracy of the forecast by equation (2.14) has
the following features:
—  RMSE helps to determine the presence of large errors and has such units of
measurement as the predicted series;
— RMSE is used similarly to MSE to find very large errors of different

forecasting methods.

Conclusions on the second section

The development of tools for short-term forecasting of the wholesale price
of electricity at DAM can minimize the risks of buying and selling electricity for
the day ahead, providing better forecasts at the system level.

Various methods and ideas have been tested to forecast electricity prices,
so there is a wide range of forecasting models that are currently used in liberalized
electricity markets in different countries with varying degrees of success in order

to obtain the highest possible forecast accuracy.
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When classifying approaches to modeling the forecast of electricity prices,
six classes of models are conditionally determined: multiagent models,
fundamental (structural) models, quantitative stochastic models, statistical models
and methods (econometric models), models based on artificial intelligence,
machine learning, (nonparametric, nonlinear). statistical models), hybrid models;

When forecasting the price of electricity at DAM, economic agents of a
competitive market must take into account specific factors that affect the price and
volume of production: seasonality; configuration of network objects; features of
industry regulation; high barriers to entry into the industry; underdevelopment of
derivatives.

There are various methods for estimating forecast error. The most
commonly used methods of estimating forecast error, which involve the use of the
average function of forecast error. The most common errors are the Mean Absolute
Deviation MAD, the root mean square error ko, the square root of the root mean
square error niporieH, the Mean Percentage Error MPE, and the Mean Absolute
Percentage Error MAPE.
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3 STATISTICAL DATABASE ON WHOLESALE PRICE IN THE
ELECTRICITY MARKET SEGMENT OF DAM

In determining the open sources for the formation of a database of wholesale
price statistics in the segment of the electricity market DAM was used information
on the results of bidding DAM according to the State Company "Market
Operator", posted on the official website of the companyhttps://www.oree.com.ua.

The site contains detailed information on the results of tenders for the
purchase and sale of electricity on the market "for the day ahead™" and the intraday
market for two trading areas - IPS of Ukraine and Burshtyn Energy Island. You
can see information about the amount of electricity bought or sold at DAM, the
hourly results of the auction on any of the days when the auction was held.

The generated statistical database consists of established indices and
weighted average electricity prices. Indices are displayed in three time periods of
the day.

BASE - the period of base load, the average value of the price for all day
(all hours during the day) is displayed.

PEAK - peak load period (electricity supply from 08:00 to 20:00).

OFFPEAK - off - peak load period (electricity supply from 00:00 to 08:00
and from 20:00 to 24:00.

Participants have the right to submit their bids for the purchase or sale of
electricity in any of these periods.

It should be noted that the Market Operator analyzes the DAM indices in
different European countries during the BASE period, which is a universal trading
period, to compare electricity prices in Ukraine.

To create a statistical database on the wholesale price in the segment of the
electricity market of DAM and hourly weighted average prices of purchase and
sale of electricity on DAM was used information on the results of trading DAM

according to the State Enterprise "Market Operator" [68].
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The statistical database on the wholesale price in the segment of the

electricity market of

DAM covers the time period 19.10.2020-21.10.2020.

Detailed information is given below in Table. 2-7 on the dates of the auction.

The statistical database on hourly weighted average prices of purchase and
sale of electricity at DAM on IPS of Ukraine is given as of 10.2020 in Table. 8.

3.1

Statistical database on the wholesale price in the segment of the
electricity market DAM as of 19.10.2020

Table 3.1 — Information on the calculation of DAM, 19.10.2020

Date vc?ﬁulrense Purchase Declared sales purclr:l):se:zgg?ume Weighted average Shopping
MWh’ volume, MWh volume, MWh MWh " | price, UAH/MWh area

10/19/2020 | 695407 | 69540.7 165888.7 69881.0 1305.17 rs of
10/19/2020 6201.6 6201.6 10033.5 8121.2 1828.16 BEI

Table 3.2 — Prices for DAM and volumes of purchase and sale of electricity at
DAM, hourly results at DAM, 19.10.2020

Hour Sgﬁ’/ vglﬂr?e F\’/Lérlzr:gze Declared sales Declared purchase
MWh MWh ' MWh ' volume, MWh volume, MWh
01:00 744.00 2129.4 21294 6524.2 2159.7
02:00 939.00 2186.2 2186.2 6833.8 22175
03:00 799.00 2056.3 2056.3 6719.7 2086.8
04:00 799.00 2072.3 2072.3 6863.0 2102.7
05:00 760.00 2035.2 2035.2 6775.1 2065.6
06:00 848.00 2226.6 2226.6 6538.9 2257.1
07:00 1074.00 25325 25325 6053.0 2565.1
08:00 1225.00 2828.8 2828.8 6821.1 2860.5
09:00 1300.00 3029.1 3029.1 6809.3 3061.4
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Continuation of Table 3.2

Hour Sg‘:’/ vc?lalljlr?fe T/lérlzﬁze Declared sales Declared purchase
MWh MWh ' MWh ' volume, MWh volume, MWh
10:00 1445.00 33295 33295 7056.7 3333.2
11:00 1380.00 3278.7 3278.7 7630.9 3282.6
12:00 1320.00 3181.9 3181.9 8301.7 3185.9
13:00 1365.00 3177.4 3177.4 8577.9 3181.2
14:00 1380.00 3278.3 3278.3 8527.9 3282.5
15:00 1370.00 3200.6 3200.6 8230.7 3204.9
16:00 1400.00 3351.7 3351.7 79194 3356.1
17:00 1326.81 3399.8 3399.8 7547.7 3404.1
18:00 1445.00 3433.8 3433.8 6947.9 3438.1
19:00 1697.00 3222.0 3222.0 5808.9 3226.3
20:00 1697.00 3344.1 3344.1 5598.1 3347.7
21:00 1558.00 3160.7 3160.7 5617.0 3164.5
22:00 1543.00 3251.9 3251.9 6297.9 3256.3
23:00 1663.00 3174.8 3174.8 6276.0 3179.1
24:00 1112.00 2659.1 2659.1 5611.9 2662.1

3.2 Statistical database on the wholesale price in the segment of the
electricity market DAM as of 20.10.2020

Table 3.3 — Information on the calculation of DAM, 20.10.2020

Declared
Sales Purchase Declared urchase Weiahted average
Date volume, volume, sales volume, P €19 9 Shopping area
MWh MWh MWh volume, price, UAH / MWh
MWh
10/20/2020 6794.7 6794.7 11515.2 8640.5 1612.89 BEI
10/20/2020 69529.9 69529.9 166240.1 70011.6 1259.98 IPS of Ukraine
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Table 3.4 — Prices for DAMand volumes of purchase and sale of electricity at
DAM, hourly results at DAM, 20.10.2020

| PG e, | olme, | Decliseles | Dot
MWh MWh ' '
01:00 959.12 166.8 166.8 288.8 518.1
02:00 959.12 160.4 160.4 282.4 368.1
03:00 959.12 163.7 163.7 285.7 341.8
04:00 959.12 164.3 164.3 286.3 244.3
05:00 959.12 164.5 164.5 286.5 210.0
06:00 959.12 163.7 163.7 285.7 249.9
07:00 959.12 204.4 204.4 326.4 354.6
08:00 1641.09 294.6 294.6 541.0 296.5
09:00 2048.23 313.8 313.8 435.8 373.4
10:00 2048.23 323.8 323.8 445.8 391.7
11:00 1820.00 3725 3725 512.6 3725
12:00 1808.52 353.2 353.2 576.7 353.2
13:00 1620.45 334.9 334.9 695.8 334.9
14:00 1491.84 336.9 336.9 726.2 336.9
15:00 1434.56 337.6 337.6 727.2 337.6
16:00 1370.67 334.9 334.9 709.8 334.9
17:00 1448.59 340.3 340.3 712.3 340.3
18:00 1552.18 348.5 348.5 702.1 348.5
19:00 2048.23 360.6 360.6 482.6 369.7
20:00 2048.23 372.0 372.0 494.0 453.3
21:00 2048.23 370.3 370.3 492.3 448.6
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| PG e, | olme, | Deciseles | Dot
MWh MWh ' '
22:00 2048.23 349.6 349.6 471.6 372.6
23:00 1820.00 315.6 315.6 477.8 315.6
24:00 959.12 147.8 147.8 269.8 573.5
3.3  Statistical database on the wholesale price in the segment of the

electricity market DAM as of 21.10.2020

Table 3.5 — Information on the calculation of DAM, 21.10.2020

Sales Purchase Declared Declared
Date volume, volume, sales volume, purlchase V\_/elghted average Shopping area
MWh MWh MWh V(':Al\JAr/nhe, price, UAH / MWh
10/21/2020 7218.8 7218.8 12643.7 8278.4 1595.38 BEI
10/21/2020 66438.9 66438.9 158860.9 66835.4 1159.11 IPS of Ukraine

Table 3.6 — Prices for DAM and volumes of purchase and sale of electricity
at DAM, hourly results at DAM, 21.10.2020

Hour Price, UAH Sales volume, F\)/Lérliﬁze Declared sales Declared purchase
/ MWh MWh MWh7 volume, MWh volume, MWh
01:00 959.12 105.4 105.4 240.4 453.4
02:00 959.12 160.8 160.8 295.8 245.4
03:00 959.12 162.5 162.5 297.5 237.0
04:00 959.12 188.9 188.9 3239 216.6
05:00 959.12 212.2 212.2 373.4 212.2
06:00 959.12 223.3 223.3 358.3 230.9
07:00 959.12 265.7 265.7 400.7 306.9
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Hour Price, UAH Sales volume, T/lérliﬁze Declared sales Declared purchase
/ MWh MWh MWh, volume, MWh volume, MWh
08:00 1500.17 309.2 309.2 721.8 3111
09:00 1810.00 364.9 364.9 709.0 364.9
10:00 1820.00 379.1 379.1 677.3 379.1
11:00 1820.00 376.2 376.2 694.3 376.2
12:00 1705.63 366.7 366.7 731.6 366.7
13:00 1680.32 350.5 350.5 709.7 350.5
14:00 1660.37 356.4 356.4 654.5 356.7
15:00 1563.50 348.4 348.4 626.8 348.9
16:00 1820.00 343.0 343.0 597.2 343.6
17:00 1820.00 346.3 346.3 556.0 346.3
18:00 1820.00 353.0 353.0 540.0 353.0
19:00 1652.38 379.7 379.7 697.1 379.7
20:00 1820.00 417.7 417.7 569.5 417.7
21:00 1820.00 411.9 411.9 599.4 411.9
22:00 1820.00 376.1 376.1 564.4 376.1
23:00 1820.00 324.7 324.7 473.9 324.7
24:00 959.12 96.2 96.2 231.2 568.9
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3.4 Statistical database on hourly weighted average purchase and sale

prices of electricity at DAM

Table 3.7 — Hourly weighted average purchase
DAM on IPS of Ukraine for 10.2020

and sale prices of electricity at

Yea 1 2 3 4 5 6 7 8 9 10 11 | 12 | 13 14 | 15 | 16 | 17 18 | 19 | 20 | 21 | 22 | 23 24
s
Nu
mbe UAH / MWh
s
00 959. 195 | 196 | 208 | 202 | 202 | 200 | 203 | 19 | 190 | 204 | 208 | 204 | 204
1 000 0 000 12 0.00 000 000 000 000 000 8.56 961 8.23 071 450 6.46 0.80 3.74 2.00 8.23 8.23 8.23 8.23 959.12
, 959. | 00 | 9so. | eso. | oso. | eso. | eso. | 134 | 204 | 2048 | 200 | 198 | 204 | 204 | 183 | 19 | 195 | 200 | 204 | 204 | 204 | 204 | 204 95012
12 0 12 12 12 12 12 3.26 8.23 23 823 6.80 823 113 5.20 5.36 759 6.30 823 823 823 823 823 -
959, | 899 | s49. 619. | 866 | 825 | 8692 | 128 | 120 | 204 | 128 | 200 | 13¢ | 192 | 128 | 120 | 124 | 204 | 204 | 160
3 12 95 95 0.00 000 0.00 86 15 68 2 5.00 4.00 823 5.00 5.85 4.00 6.78 5.00 0.00 1.00 823 823 233 95912
959, | s21 | 403 | 360 | ae2 432 | s | ses0 | 700 | sea | sse | 51 519 sa5. | sor. | 96 122 120
4 12 95 85 62 00 000 000 00 10 0 85 07 84 10 10 00 00 00 000 0.00 000 000 0.00 000
959, | 00 959, 133 126 | 136 200 | 200 | 204
5 12 0 0.00 0.00 0.00 0.00 12 0.00 0.00 0.00 0.00 0.00 415 0.00 0.00 0.00 875 6.85 0.00 823 823 823 0.00 0.00
959, | 959 | gs9. | gso. | oso 959, 126 | 1s0 | 120 | 181 | 122 | 118 | 128 | 134 | 187 | 178
6 2 12 2 12 2 | 0% 2 000 000 56 950 330 674 558 380 253 145 285 A 000 000 000 000 95912
S 959. | 950 | oaa. | 944 | osa | a4 | eso. | 133 | 170 | 1726 | 186 | 1s0 | 115 | 128 | 152 | 147 | 126 | 136 | 186 | w79 | e | 179 | 137 o501
12 12 00 00 00 00 12 | 41 | oo 56 306 | 950 | oo | oo | ooo | oo | 87 | 613 | 306 | 900 | o001 | 900 | 500 -
. 950. | 959 | os7. | 493 | aoa | 4ss. | eso. | 136 | 170 | 1625 | 140 | 142 | w39 | w39 | 13 | 117 | 118 | 164 | 164 | 180 | 204 | 180 | 1855 o501
12 1 50 08 7 7 12 000 | 000 04 184 | 524 | o000 | 000 | 550 | 950 | 489 | ooo | ooo | ooo | 823 | 950 | 000 -
959, | 00 200 | 196 | 185 | 182 | 160 | 168 | 1 | w76 | 198 | 203 | 204 | 195 | 181
9 12 0 000 | 000 | 000 | 000 | 000 f 000 000 0.00 823 054 392 458 575 386 654 813 953 870 823 294 | 000 95912
959, | 959 | 950, 204 176 | 204 | 208 | 206 | 208 | 200 | 204 | 204 | 162 200 | 199 | 204
© 2 12 12 | 000 | 000 | 000 | 000 | g53 000 0.00 413 800 800 goo | 800 000 823 823 830 000 823 584 | 823 95912
959 | 00 | 95 | so3 | sos 863. 1100 | 120 204 121 181 | 16
11 12 0 00 99 99 0.00 00 0.00 0.00 00 0.00 0.00 0.00 8.00 0.00 0.00 0.00 200 0.00 0.00 902 0.00 0.00 0.00
950, | 959 959, 200 | 2088 | 204 174 | 160 | 176 | 192 | 204 | 204 | ws2 | 204 | 200 | 177
2 2 12 | 000 | 000 | 000 | 000 2 000 823 23 823 000 000 900 | 917 066 162 395 819 857 823 823 | 892 95912
959 | 959 | es9. | 9so. | oso. | ose. | ose. 180 180 180 180 180 | 180 | 198 | 175
8 2 12 2 12 12 12 2 000 700 0.0 101 000 000 0.0 700 000 700 000 | 000 101 101 9588 671 95912
00 959. | 179 | 179 | 2048 | 180 | 180 | 160 | 1s6 | 158 | 142 | 145 | 150 | 158 204
“ 000 0 000 | 000 | 000 | 000 2 0.0 000 23 790 790 867 998 277 447 631 542 748 000 823 000 000 95912
00 959, | oso. | ose. 204 | 2008 | 199 | 194 | 184 | 189 | 18 | 180 | 190 | g | 192 | 18 | 19 | 204 | 193
1 000 0 000 1, 12 1 | 000 | 000 | g5 23 883 | o061 | 135 | 839 | 753 | 680 | 223 | 788 | 849 | 734 | 445 | 802 | 086 95942
959 | 959 | es9. | 9so. | oso. | ose. | ose. 200 | 208 200 | 208 | 195 208
1 ¥ i ¥ i i o ¥ 000 | 2% o ooo | 2% | 204 | 2% | o0 | ooo | oo0 | o000 | o000 | o000 | o0 | 2% | o0 950.12
959 | 959. | ose. | oso. | es0. | gs0. 183 | 176 | 150 | 1s0 | 157 | 163 | 183 | 204 | 204 | 208
17 000 12 12 12 2 12 2 000 000 0.00 0.00 000 8.20 237 304 198 056 250 | 820 823 823 g23 | 00 95912
959 959, | oso. | e | se. 108 | 112 | 182 | 180 | 180 | 102 | 112 | 140 | 181 | 180 141
18 000 12 000 12 12 12 12 000 000 000 000 191 178 292 761 732 252 0.38 5.42 261 7.90 000 173 95912
00 204 | 188 | 177 | 175 | 188 | 170 | 177 | e | 194 | 206 | 204
19 000 . 000 | 000 | 000 | 000 | 000 | o000 | ooo | ooo | 29 | 18 | 77| 76 | 188 | a70 | 77| 188 2%t | 204 | 2% | oo | o0 000
2 959. | 959 | o9so. | es9. | oso. | eso. | oso. | 164 | 204 | 2088 | 188 | 182 | 163 | w49 | 143 | 137 | 144 | 156 | 200 | 200 | 204 | 200 | 182 05012
12 12 12 12 12 12 12 1.09 8.23 23 820 6.61 6.40 184 4.56 0.67 859 450 823 823 823 823 0.00 -
959 | 959, | ose. 959, | 959, 168 | 166 | 157 | 183 165 | 183 | 183 | 203 | 204
21 000 12 12 12 000 12 12 000 000 000 000 0.00 0.32 0.37 9.14 820 0.00 0.00 2.38 6.44 731 7.36 823 0.00
» o50. | 00 | oo | 9 | ssr | 9z | w0 | 14e | 173 | 208 | 165 | 153 | 142 | 136 | 131 | 120 | 1 | 1 | 183 | 185 | 187 | 204 | 204 o501
12 0 - 20 16 06 12 345 | 887 20 751 | 422 | 447 | sa | 418 | sa2 | 622 | 845 | 82l | o019 | 768 | 823 | 820 -
959. | 00 204 | 2008 | 204 | 204 200 | 204
2 i ! 000 | 000 | 000 | 000 | o000 | o0 | 2% o 204 | 2% | o0 | ooo | oo | ooo | oo0 | oo | ooo | 204 | 2% | 000 | o0 950.12
2 ey % | oo | | % | oo | o000 | o000 0.00 0.00 0.00 0.00 0.00 000 | 000 0.00 0.00 000 | 000 0.00 0.00 000 | 000 959.12

3.2 Factors influencing changes in electricity prices

Today, generators, distributors and consumers must be prepared for even a

small and immediate change in the load and supply of electricity [69]. Every

market participant must know the exact price of electricity to achieve maximum

profitability. With the right forecast for the market price of electricity, generating
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companies and large enterprises as key market participants in decision-making can
reduce their risks and maximize their profits in the future.

Electricity price forecasting has now become a necessity of the electricity
market. To date, forecasting the demand and price of electricity has become one of
the main areas of research [70]. Accurate load forecasts lead to lower operating
costs, which contributes to savings in electricity.

Electricity price forecasting differs from load forecasting, as the former is
characterized by high volatility, very rapid change in the frequency of the peak
price, and high dependence on the season.

These characteristics arise for various reasons, which are due to the
dependence of electricity prices on various factors, such as environmental factors,
market factors and historical price and load data. Factors affecting electricity are
shown in Figure 3.1 [71].

Key factors influence the price of electricity ]

* Fuel prices for natural gas, patroleum fuels and coal

% » Extreme temperatures, wind speeds, cloudiness, precipitation

» Energy from nuclear, coal, gas, oil, and renewable sources, power station
grids

* Maintaining and using the transmission system to deliver electricity

Transmission,
Distribution

w * Consumer behavior, holidays and weekends, time periods of the day

Figure 3.1: Factors affecting Electricity Price [69]
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3.3 Comparative analysis of some of the most popular forecasting models

Forecasting includes conventional methods and new machine learning
methods [72].
Among the most commonly used methods are autoregressive integrated

moving average models (ARIMA) [73].

3.3.1 ARIMA and ARIMAX models

In the field of time series analysis, the autoregressive (AR) model and the
moving average (MA) model are one of the most used.

In this model, the current value of the process is expressed as a finite linear
set of previous values of the process and the pulse, which is called "white noise".
More about this model is discussed in Section 2.

The development of the ARIMA model (p, d, q) is the ARIMAX model (p,
d, q), which is described by the equation

Z(t) = AR(p) + oy X;(t) + - + a.Xs(b)

Here a4, . . ., ag —coefficients of external factors X, (t), . . ., X;(t). In this
model, most often the process Z (t) is the result of the model MA (q), ie the
filtered values of the original process. Next, the autoregression model is used to
predict Z (t), in which additional regressors of external factors X;(t), . .., X;(t)

are introduced.

3.3.2 Fuzzy systems and artificial neural networks

The rapid development of computational intelligence has brought new
methods of short-term forecasting [74]. They are based mainly on artificial neural
networks (ANNs) and fuzzy systems, as well as on cluster methods and expert

systems.
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The multilayer perceptron (an artificial neural network most commonly
used in short-term prediction) is an attractive tool for modeling nonlinear problems
due to its universal approximation property. But learning ANN is not easy because
of its complex structure and large number of parameters.

Structurally, such a network consists of three main layers:

1) input layer - a set of neurons that represent a set of input signals (output
data);

2) hidden layer (or hidden layers) - a set of neurons that allow the network
to learn to solve complex problems, consistently receiving the most important
signs of signals from the input layer;

3) the output layer - a set of neurons that represent a set of output
parameters. MLP is a network of direct propagation, ie the input signal propagates
from layer to layer of the network in the forward direction. The neurons in the
second and third layers can be connected by the same set of input signals, but not
connected to each other [67].

Fuzzy systems allow you to enter input according to rules formulated orally
by experts and describing the behavior of complex systems using linguistic
expressions.

The structure of the neuro-fuzzy system is complex and the number of
parameters is usually large (it depends on the size and complexity of the problem),
so learning is difficult and does not guarantee convergence to the general

minimum.

3.3.3 Random Forest

Random Forest is the latest method. It was developed by Braiman [76] as a
way to obtain more accurate predictions without excessive data processing. A
random forest is a collection of decision trees that is built using a whole set of data
taking into account all the features, but in random forests a certain number of traits

are randomly selected for training and a decision tree is built on this subset. In
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Random Forest, a different subset of training data is selected, with a replacement
for training each tree. The class is assigned by the number of votes from all trees
and the average value of the results is used for regression.

The main difference is that Random Forest (RF) is a collection of
numerous decision trees (DT).

Reasons for choosing a random forest among the decision tree:

1. Individual decision trees would lead to an overly applicable model if the
data set is huge, just as one person can have their own view of everything.

2. However, if we introduce a voting system and ask different people to
interpret the data, we could cover more features and patterns.

The RF principle is a combination of a set of binary decision trees (CART,
created by Braiman - Classification And Regression Trees) [76], each of which is
built using a sample of the initial load coming from the training sample and a
subset of features ( input variables), randomly selected on each node.

Thus, in contrast to the strategy of building the CART model, each tree in
the overhead line is based on a subset of learning points and subsets of features
considered in each node, which must be divided. Trees in the forest are grown to
the maximum size.

The final decision is obtained by averaging the results for regression or by
voting for the classification. This procedure, called beging (packing), improves the
stability and accuracy of the model and reduces variance. The variance decreases
due to a decrease in the correlation between the trees [77]. Random forests cannot
be overfilled, but give the limit value of generalization error [78]. The overhead
generalization generalization error is estimated using the out-of-bag (OOB) error,
ie the errors for training points that are not contained in the initial boot training
kits.

The OOB error estimate is almost identical to the estimate obtained by N-
fold cross-checking. The great advantage of overhead lines is that they can be
installed in the same sequence, while cross-checking is performed on the fly.

Training may be terminated when the OOB error stabilizes.
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The two main parameters of overhead lines are: the number of trees in the
forest K and the number of input variables selected randomly at each division F.
The number of trees can be determined experimentally. During the training
procedure, we add consecutive trees until the OOB error stabilizes. The overhead
line procedure is not very sensitive to the value of F.

Another parameter is the minimum node size m. The smaller the minimum
node size, the deeper the trees. Many publications recommend m = 5. This value is
set by default in many programs. VL show insignificant sensitivity to this
parameter.

Using overhead lines, we can determine the importance of variables, which
1s useful for ranking variables and their selection, for interpreting data and
understanding basic phenomena. The value of a variable can be estimated as an
increase in the prediction error if the values of this variable accidentally intersect
between OOB samples. The increase in error as a result of this permutation is
averaged over all trees and divided by the standard deviation for the whole

ensemble. The greater the increase in OOB error, the more important the variable.

3.4 Model selection and implementation of short-term electricity price

forecasting

To model a non-stationary time series with a trend and several seasonal
cycles usually require a complex model with many parameters. Finding such a
model space is a difficult and time consuming process. Intelligent search methods
are often used to find the optimal solution. The disadvantages of complex models
are the poorer ability to generalize, unclear structure and uninterpreted parameters.

A one-dimensional model of short-term forecasting is a random forest
model. The advantage of tree methods is that they are able to investigate and
highlight complex or hidden relationships in the data, for this reason they are used
to obtain models that very accurately reflect the behavior of the data and are

especially useful for forecasting.
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This method was used to make a short-term forecast of the wholesale price

of electricity in Ukraine on the market "day ahead".

Figure 3.2 A model of decision tree
3.4.1 Pre-processing of data

The load string {z;},_,, ,.is divided into daily cycles of length n. To

eliminate weekly and annual fluctuations, daily cycles are pre-processed to obtain
their patterns is a vector with components that are functions of the actual elements
of time series. A pattern is a vector with components that are functions of the
actual elements of time series. Two types of paterns are defined: input templates x
and output (forecast) y. The forecast template y; = [y, Viz - Vinl~ encodes
consecutive actual time series elements z; in the predicted daily cyclei+1: z; . ; =
[Zivz1 t Zite2 + 74 +T’n]T, and the corresponding input patern x =
[Xi1 Xj2 - Xinl® displays the time series elements in the daily cycle i preceding
the forecast cycle: z; = [z Zj 2 ... Zin]". Vectors y are encoded using the current
process parameters from the recent past, which allows to take into account the
current variability of the process and allows decoding. Some definitions of the
mapping functions of the source space Z in the space of patterns X and Y, that is

feiZ— X and: f,: Z — Y, presented in [78]. The most popular definitions are:

Zivtt — 4,

Zit — 4
fx(zi,t) = ’ . fx(zi +T,t) = 5
\/Z}lzl(zi,j -Z7) \/Z}l:l(zi,j - 7)
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where: i =1, 2,..., N— number of the daily period, t

, ] =1, 2,...,n—the number of the time series element in the period i,
7— forecast horizon,

z; . —time series of the t -th element of the time series in the period i,

z, —the average value of the elements in the period i.

Function f, expresses the normalization of vectors z;. After normalization,
they have a unit length, zero mean and the same variance. Note that nonstationary
and heteroskedastic time series are represented by regularities having the same
mean and variance.

Prediction schemes y; are determined using a function similar to that f,,
but the coding parameters are determined from the process history. This allows to
decode the predicted vector z; , , after determining the regularity prediction y;. To
do this, use the inverse function £, (y; ).

From a set of pairs {(x{, V1), ..., (Xn, Yn)}, Where y; represents the load per
hourt the next day (this t-th component of the patern y; for 7= 1), a training set for
a random forest is generated. For each query point (template x representingk-th
daily period) training set is prepared individually from historical data. It
containsMnearest neighbors of the query template, representing the same days of
the week (Monday, ..., Sunday) as the query template. This is a restriction forM
nearest neighbors due to the purpose of building a local model that matches the
query pattern. Therefore, it makes no sense to use distance learning points to teach
the model. Of course, this model is not suitable for other query points, and we need
to create a separate model for each query point. But the cost and time of

construction of the model in this case are not limiting factors.
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3.4.2 Calculation of the price forecast for Random Forest

There are a large number of IT forecasting systems that help analytics. Risk
management systems are used for risk forecasting and management. Functional
systems help to make predictions in any values.

The MidOSS program by Transition Technologies has a lot of analytical
functionality. One of such functionalities is the implementation of the forecast
based on 6 mathematical models that help to make a forecast. Forecasting can be
done for the price of electricity, the amount of electricity, network losses, and so
on.Analytical system MidOSS, integrated with the computing environment, which
allows you to implement and maintain various mathematical functions in the
system - forecasting, risk analysis, modeling, etc.

An example of functionality is the implementation of forecasting using
different models. In this case, the Random Forest model was used.

As initial data we accept hourly dynamics of pricesfor electricity for the
IPS zone of the electricity market of the day-ahead market (DAM price) for the
period from September 1, 2020 to September 15, 2020, a total of 360 observations.

The actual daily dynamics of electricity prices in the IPS zone from
January 1, 2020 to September 30, 2020 were used to build a forecast model, and
data for the period from September 1, 2020 to September 15, 2020, were used to
assess its forecast results.

Figure 3.3 shows the dynamics of prices from January 1, 2020 (the
beginning of the market "day ahead" to September 30, 20202.
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Figure 3.3. Daily dynamics of electricity prices in the UES zone from
January 1, 2020 to September 30, 2020

The input parameters are:

— time of day;

weekday;

variable that relates the current day to a weekend or holiday;
— variable that relates the current day to the working day.
Figure 4 shows an example of the time dynamics of electricity prices as of
September 1, 2020. All incomes were divided into: hour of the day, day of the

week, sign "working (weekend) day".



Figure 3.4. Timely dynamics of electricity prices as of September 1, 2020
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01.09.2020 0:00 1164
01.09.2020 1:00 1150
01.09.2020 2:00 1148
01.09.2020 3:00 1148
01.09.2020 4:00 1148
01.09.2020 5:00 1148
01.09.2020 6:00 1190
01.09.2020 7:00 1680
01.09.2020 8:00 1689
01.09.2020 9:00 1697
01.09.2020 10:00 1689
01.09.2020 11:00 1689
01.09.2020 12:00 1689
01.09.2020 13:00 1689
01.09.2020 14:00 1697
01.09.2020 15:00 1689
01.09.2020 16:00 1699
01.09.2020 17:00 1697
01.09.2020 18:00 1669
01.09.2020 19:00 1748
01.09.2020 20:00 1748
01.09.2020 21:00 1748
01.09.2020 22:00 1750
01.09.2020 23:00 1195
02.09.2020 0:00 1198
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Let's display the data on the graph of hourly price dynamics as of September 1,
2020 (Tuesday) and September 5 (Saturday).
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Figure 3.5. Timely price dynamics as of September 1 (Tuesday) 2020.
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Figure 3.6. Timely price dynamics as of September 5 (Saturday) 2020.
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Figure 3.7. Timely dynamics of electricity prices on weekends and working days

as of November 2020

The price of electricity on DAM during the day is higher compared to the

night period, similarly, we can note the excess of the price of DAM on weekdays

over this figure on holidays and weekends. This fact is associated with an increase

in demand during the day compared to night and similarly - on weekdays

compared to weekends and holidays. The latter is largely related to the workload

(work) of large industrial consumers.
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Statistics on such parameters as network load, outside air temperature,
composition of the included generating equipment, river water content were not
taken into account when forming the model, as they were absent. Such data reflect
the peculiarity of the functioning of the electricity market and affect the accuracy
of seasonality.

Figure 9 shows the result of the forecast in daily granulation in the period
from September 16, 2020 to September 30, 2020, ie each point on the graph is one

day, not one hour.
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forecast value of the price; — historical significance; = error
Figure 3.8. Forecast for the period from September 16, 2020 to September 30,
2020

The result of the forecast for the period from September 25, 2020 to
November 26, 2020 is shown in Figure 9.
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Figure 3.9. Forecast of electricity prices in the period from September 25, 2020 to
November 26, 2020

The results of the calculations - the values of errors in the forecast of the

price of DAM are given in table. 9.

Table 3.1 - Error forecasting the price of DAM on the forecast horizon of

two weeks
MAD,
MAP MPE
UAH / MWh
6,62% 0,77 6,62%

We can conclude that the forecast is made qualitatively. The MAPE error is
less than 10%. The value of the MPE error is close to zero, that is this prediction
method is unbiased. The average absolute deviation is also quite small, which may
indicate the implementation of a fairly accurate forecast of electricity prices.

Another example of a short-term forecast is the ANN and ARIMA test

models.
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All incoming were similarly divided into: hour of the day, day of the week,
sign "working (weekend) day". Data for the period from September 25, 2020 to
October 2, 2020, were used to assess its forecast results.

Statistics on such parameters as network load, outside air temperature,
composition of the included generating equipment, river water content were not

taken into account when forming the model, as they were also absent.
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Figure 3.10. Forecasting of electricity prices by the ARIMA model for the IPS of
Ukraine in the period from 25.09.2020 to 15.11.2020
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Figure 3.11. Forecasting of electricity prices by the ANN model for the IPS of
Ukraine in the period from 25.09.2020 to 15.11.2020
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Figure 3.12. Forecasting of electricity prices by the ARIMA model for BEI

of Ukraine in the period from 25.09.2020 to 15.11.2020
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Figure 3.13. Electricity price forecasting model ANN for BEI of Ukraine in the
period from 25.09. 2020 to 15.11. 2020

Let’s plot the actual hourly dynamics of electricity prices on weekdays and
weekends as of September 25, 2020 (Friday) and September 26, 2020 (Saturday)
for the UES zone, which was used for the ARIMA and ANN methods.
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Figure 3.14. Actual hourly dynamics of electricity prices as of September 25, 2020

(Friday) and September 26, 2020 (Saturday) for the IPS zone.

Let's plot the actual hourly dynamics of electricity prices on weekdays and
weekends as of September 25, 2020 (Friday) and September 26, 2020 (Saturday)

for the BEI zone, which was used for the ANN and ARIMA method.
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Figure 3.15. Actual hourly dynamics of electricity prices as of September

25,2020 (Friday) and September 26, 2020 (Saturday) for the BEI zone
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The figures show that the ARIMA model is more accurate in this case for
the short-term forecast.
Electricity price forecasts on the stock exchange are difficult to predict by
mathematical models. What affects the price arises spontaneously.
In this case, the calculation of errors could not be done due to inability to

access all data.

Conclusions on the third section

To develop models for forecasting the wholesale price in the DAM
electricity market segment and conducting a comparative analysis of the accuracy
of the forecast, a statistical database on the wholesale price in the DAM electricity
market segment was created according to the SC Market Operator.

The generated statistical database consists of established indices and
weighted average electricity prices. Indices are displayed in three time periods of
the day: BASE, PEAK and OFFPEAK.

To create a statistical database on the wholesale price in the segment of the
DAM electricity market and hourly weighted average purchase and sale prices of
electricity on the DAM, information on the results of the DAM bidding was used
according to the State Enterprise Market Operator.

Factors that primarily affect the change in electricity prices are: price on
fuels, weather conditions, supply, distribution and transmission, demand.

Forecasting includes conventional methods and new methods of machine
learning.

Among the most commonly used methods are autoregressive integrated
moving average models (ARIMA).

In the field of time series analysis, the autoregressive (AR) model and the
moving average (MA) model are one of the most used. The development of the
ARIMA model is the ARIMAX model.
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The rapid development of computational intelligence has brought new
methods of short-term forecasting. They are based mainly on artificial neural
networks (ANNs) and fuzzy systems, as well as on cluster methods and expert
systems.

The Random Forest model was chosen for short-term forecasting. Random
Forest is a collection of decision trees, which is built using a whole set of data
taking into account all the features, but in random forests a certain number of traits
are randomly selected for training and a decision tree is built on this subset.

It was determined that the price of electricity on DAM during the day is
higher compared to the night period, similarly, we can note the excess of the price
of DAM on weekdays over this figure on holidays and weekends. This fact is
associated with an increase in demand during the day compared to night and
similarly - on weekdays compared to weekends and holidays. The latter is largely
related to the workload (work) of large industrial consumers.

The MAPE error is less than 10% (6,67%), which confirms the qualitative
forecast of electricity prices. The value of the MPE error is close to zero, ie this
prediction method is unbiased. The average absolute deviation is also quite small,
which may indicate the implementation of a fairly accurate price forecast.

A comparative analysis of the ARIMA and ANN test models showed that

the ARIMA model is more accurate in this case for the short-term forecast.
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4 INNOVATIVE SOLUTIONS IN THE LIBERALIZATION OF THE
ENERGY SECTOR

4.1 The urgency of implementing innovative solutions in the liberalization

of the energy sector

In the long run, the development of production and society will depend
mainly not on resource opportunities, but on the innovative nature of production
and services in a competitive environment. Analysis of the development of the
energy sector in developed countries shows that they are based on a wide range of
innovations embodied in new or upgraded products, services, technologies,
methods of organizing production and marketing, and so on. For the domestic
economy, it is innovation and innovative development of the energy sector that is
the driving force that can ensure the economic independence of Ukraine and bridge
the gap with developed countries. The acceleration of innovation waves, which is
associated with the rapid development of science, creates the preconditions in the
energy sector for the emergence of various innovations related to the creation of
new or improvement of existing energy technologies or services, methods of
production process. Due to the need to increase the informatization and
intellectualization of energy facilities, modeling the process of making managerial
decisions is the intensive development of innovative decisions related to the field
of energy software [79-81].

The general rule when creating innovations is to focus on the market, ie to
meet the specific needs of a potential consumer of goods or services. A
competitive electricity market is no exception to this rule. Liberalization of the
domestic energy sector and introduction of a new competitive model of
organization of the electricity market of Ukraine requires the study of European
and world experience in innovative approaches, in particular to overcome obstacles
to the functioning of the "market for the day ahead" DAM. The volatility of

electricity prices and the unpredictability of the conditions in which energy market
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participants are to operate in future periods, significantly complicate their
management decisions in the future.

In this context, the urgent task of developing economic relations of the
competitive model of electricity market organization should be to study the
existing opportunities for innovative approaches in the form of software products
or provide appropriate services for forecasting the wholesale price of electricity
generated on DAM. Compared to other market segments, the risks of participants
in this segment are often associated with the fact that the price of electricity
generated on DAM is more prone to volatility under the influence of both
exogenous and endogenous factors of the market environment [67,80,82] .

Based on this relevance of innovative approaches in the energy sector as a
whole and in the context of the introduction of a competitive electricity market in
Ukraine, this section identified the purpose and objectives of undergraduate
practice.

The purpose of this section is to study the existing possible innovative
solutions related to the creation or application of software products for forecasting
the price of electricity on DAM to improve the accuracy of the forecast and reduce
the risks of economic agents involved in this market segment.

To achieve this goal, the following tasks were identified:

—  to characterize the general definition of the content of the concept of
"innovation™;

—  provide a classification of innovations, the spread of which is possible
in the energy sector, by type and degree of novelty;

—  provide proposals for innovative solutions in the context of

liberalization of the energy sector.
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4.2 Definition of the concept of "innovation™

The basis of the theory of innovative economic development is the concept
of innovation, innovation, which can be understood as various activities of new
elements that increase the effectiveness of this activity. In the modern sense,
innovation under different conditions is defined as a process and as the end result
of innovation, embodied in the form of a new or incremental product; new services
that have market demand or socio-economic significance for society; the latest or
improved technological process used in practice; regulatory innovation, etc. [79-
80, 83-85].

J. Schumpeter in his scientific work "Theory of Economic Development”
(1911) formulated a holistic theory of innovative development, the central place of
which was the introduction of the economic category of "innovation" as a
necessary production function due to changes in factors of production, resources or
a combination. J. Schumpeter identifies the following components of innovation
[79-81]:

— introduction of new products, goods, services, new types or unknown
to the consumer;

—  application of new production technology, introduction of an
unknown method (method) of production for a certain industry;

— use of new materials, types of raw materials, as well as its sources;

— opening and development of a new market for product consumption;

— undermining the monopoly of competitors or monopolizing the
market through the production of its own, previously unknown products;

— introduction of a new organization of production, management

process, organizational structure or their improvement.
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According to the Law of Ukraine "On Innovation™, innovation has a very
universal definition: "innovation - newly created (applied) and (or) improved
competitive technologies, products or services, as well as organizational and
technical solutions of production, administrative, commercial or other nature, that
significantly improve the structure and quality of production and (or) the social
sphere "[85].

The modern methodology of systematic description of innovations in a
market economy is based on international standards. To coordinate the collection,
processing and analysis of information on science and innovation within the
Organization for Economic Co-operation and Development (OECD), a group of
experts on science and technology was created and developed the Frascati Manual
(1963) - “Standard Practice Proposed for the survey of research and experimental
development. This document got its name due to the fact that its first version of the
guidelines was adopted in the city of Frascati (Italy). The regulations are
periodically updated, which is due to changes in the strategy of scientific and
technical policy at the national and international levels in the organization of
research and development. The last edition of the "Frascati Manual" was adopted
in 1993, it defines the basic concepts relating to research and development, their
composition and limits. The methodology for collecting data on technological
innovation is based on the recommendations adopted in Oslo in 1992 and is called
the "Oslo Guide".

According to these international standards, innovation is defined as the end
result of an innovation activity embodied in the form of a new or improved product
or technological process used in practice or in a new approach to social services. A
necessary sign of innovation is scientific and technical novelty and industrial use.
According to the modern international standard enshrined in the documents of the
European Commission, innovation is seen as the end result of creative activity,
embodied in the form of the latest or improved products sold on the market, or new

or improved technological process used in practice [79-80,86].
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4.3 Classification of innovations in the energy sector by types and degree

of novelty

To establish the value of a particular innovative product, service or process,
to identify the degree of its impact on production efficiency, changes in society, as
well as for comparative qualitative and quantitative assessment of innovations,
their classification is important. There are different views on the classification of
innovations, depending on the features and criteria used as a basis for typology.

When considering innovations, the spread of which is possible in the
energy sector, the types of innovations and the degree of their novelty were chosen

as the basis of the typology.

4.3.1 Classification by types of innovations

In international practice, the classification of innovations based on the
"Oslo Guide" is used [79-80,86]. It distinguishes four types of innovation: product,
process, marketing and organizational.

Product innovation is the introduction into use (introduction) of a product
or service with new or significantly improved properties or methods of use. For
example, significant improvements in specifications, composition or materials, the
availability of firmware, improvements in ergonomics and ease of use, or other
functional characteristics. Product innovations ensure the maintenance of the main
factor of competitiveness in the modern market, ie the level of product innovation.
They form the company's position in the external environment, in the consumer
environment. Product innovations as a method of differentiation are characteristic
of the stage of specialization, when innovations allow to distance oneself from the
pressure of leaders on price. Product innovations are most tangible from a
domestic point of view, because they appear to the consumer in the form of a new
or improved product, this is something that relates to material production or

production. Product innovations dominate the high-tech sector, such as the
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automotive and aerospace industries, the production of electrical machines,
renewable energy technologies, SMART devices and SMART technologies, the
manufacturing industry, the medical device industry, and more.

Process innovation is the introduction of a new or significantly improved
method of production or delivery of a product. Basic production technology and
business processes are formed and modernized by investing in process innovations.
This includes significant changes in technology, production equipment and (or)
software. Process innovations as a method of increasing productivity and reducing
costs are relevant in the consolidation of the industry, company or enterprise at the
stage of "growth", when major market players are struggling to minimize price and
cost, seek to capture maximum market share. Economically process innovation is
revealed as a new way of arranging productive forces, objects and tools. A
significant share of process innovations is observed in low-tech industries:
metallurgy, textile production, woodworking, mining and more. The category of
process innovations also includes the service sector, for example, a new method of
cargo delivery, the provision of consulting services improves processes that do not
relate to the material component; introduction of ICT systems; digital
technologies; system software, application software for market players, etc.

Product and process innovations are combined into a group of
technological innovations for the key investment sector of the economy -
industry.

Marketing innovation is the introduction of a new method of marketing,
including significant changes in the design or packaging of the product, its
placement, marketing or destination chain. Marketing innovations strengthen and
promote the company's position in the external environment by finding optimal
ways to communicate with its customer. Marketing innovations are gaining
importance due to the decline in the effectiveness of commercial communications,
traditional for the late twentieth century: advertising, direct mail, industrial
exhibitions, direct sales, workshop and other tools. A defining feature of modernity

is the growing role of the Internet in domestic and professional communications,
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especially the segment of social networks (Facebook, etc.), as well as the growing
demands of consumers to technical aesthetics in all areas of consumption.
Marketing innovations are implemented at the stages of "growth™ and
"specialization" of innovation, but with different goals. At the stage of ""growth™
develop mechanisms for market penetration and retention within the objective
purpose of the stage - to maximize market share. At the stage of *'specialization™
marketing innovations are considered as tools for product differentiation due to the
original technical aesthetics, appearance, design. Today, marketing innovations are
becoming a key tool for market development in both the traditional consumer and
industrial sectors.

Organizational innovation is the introduction of a new organizational
method in the business practice of the enterprise, in the organization of jobs or
external connections. Organizational innovations ensure the sustainable
development of the enterprise through continuous optimization of the
organizational structure and management system of the enterprise. For the purpose
of sustainable development the enterprise should realize all kinds of innovations in
the proportions defined by type of branch. Organizational innovations are effective
in a period when the potential of product and process innovations is exhausted - the
technology platform loses relevance under the influence of new discoveries and
inventions. They allow you to optimize the management system, reducing
overhead costs of the organization, while maintaining its profitability.
Organizational innovations have been highlighted recently, but investment in them
IS becoming relevant in the context of interest in cognitive and information
technologies, which open the potential to increase productivity, increase the
efficiency of organizations, management systems of enterprises and organizations.
One of the important features is the level of novelty in innovation. This level
shows the knowledge that is embodied in the innovation. There is a common view

of two levels of novelty.



92

4.3.2 Classification of innovations by degree of novelty

According to the depth and comprehensiveness of changes, the impact on
the nature of the innovation process and the degree of risk, there are basic (radical)
and improving innovations, as well as pseudo-innovations [79-80].

Basic (radical) innovations are innovations based on new knowledge,
created on the basis of knowledge of new laws and patterns, which can radically
change various activities of society. Basic innovations require a full cycle of
research and development work and the availability of a developed base to perform
a significant amount of applied NDDKR. The introduction of basic innovations
requires the restructuring of a number of related industries, the introduction of new
methods of organization of the production process, labor organization,
management structure, they change the activities and life of society as a whole.

Improving innovations are innovations that are created on the basis of
already existing knowledge and known laws and principles, which are aimed at
improving existing products and technologies. Improving innovations promote the
development of new generations of already known products with improved quality
characteristics or known products with qualitatively new properties.

Pseudo-innovations are innovations that are involved by firms in a
technological process or product in order to delay the decline in profits and extend
the life cycle of goods. Pseudo-innovations are aimed at changing the design of the
product, the ways of its packaging or packaging to attract the attention of the
consumer, to create a certain emotional state. Such innovations are carried out in
the process of operational management of innovation activities and do not require
significant investment.

There are also other classifications, including multicomponent, which
distinguish the species according to 8-16 criteria. But at the same time they are
more scientific in nature to express or emphasize the specifics of innovation in a

particular industry or national innovation system.
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4.4 Existing obstacles to the functioning of the DAM market in the context

of liberalization and ways to address them

Speculation and manipulation. Electronic bidding provides an opportunity
to speculate. The consequence of such actions is the failure of electricity prices and
an increase in market imbalances.

An example of such manipulations is the recent situation at DAM on
October 19-25, 2020. There was a significant reduction in the price of electricity
due to a sharp reduction in electricity purchases on the market for the day ahead. "

The situation has been exacerbated by the emergence of additional volumes
of electricity from trading companies. These companies sold electricity at
discounted prices, which led to an immediate reaction from other sellers to lower
bids.

Such an anomalous fall in market prices is usually due to the behavior of
large market participants, who artificially regulate market demand "day ahead",
which allows you to manipulate prices.

Large-scale speculation is quite systemic. Therefore, in order to reduce
market abuse "24 hours a day", PR should make observations at a very high level.
The market operator should take measures to minimize market risks and control all
processes so that manipulations do not occur. To regulate the MO process, systems
should be introduced to regulate all processes. Thanks to such systems, high-

quality market monitoring is carried out.

Settlement procedure. It is known that to conduct a transaction for the
purchase or sale of electricity, you must have the appropriate amount of funds in
the account. The current account changes after each such transaction. The solution
to avoid multiple penalties from bank commissions and reduce the single price of
commodity transactions on DAM and IDM is the introduction of clearing and

netting.
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According to the Strategic Development Plan of the Market Operator, one
of the short-term goals is the introduction of netting and clearing settlements.
These are financial methods for recalculating mutual settlements and requirements.

Therefore, the advantages of the new system are:

1) reduction of accounting (fewer payment orders);

2) accelerating the turnover of funds in the electricity market;

3) reduction of the total cost of all operations in the markets of DAM and
IDM;

4) reduction of the bank commission during the purchase and sale of
electricity.

The next stage of SC "Market Operator” is the introduction of such

calculations in related markets, such as natural gas, coal, etc.

Transparency and availability of data. The need for continuous operation
of the DAM and IDM markets 24/7 creates the need to implement high
requirements for server equipment in terms of reliability. To perform this task, you
need to create a data backup and a high-quality software service.

The PR should provide all the conditions for regular and uninterrupted
bidding, provide timely information on prices and volumes of electricity on the
DAM , ensure maximum simplicity and availability of data.

Since July 2019, SC "Market Operator" publishes daily information on
operating activities, financial indicators, and socially important events on the
official website of the company www.oree.com.ua, Prozorro and other open
platforms. In accordance with the Rules of DAM and IDM, the price and volumes
of purchase and sale of electricity for each settlement period are published based
on the results of the auction. Daily, decadal and monthly in-depth analysis of the
work of DAM and IDM is also published.

Large producers are obliged to report all events (accidents, repairs of
generating equipment) in order to purchase the necessary amount of electricity for

consumers in advance.
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The solution to this issue is to regulate the market at the legislative level,
the introduction of such a new law as, for example, for heat generation. The
National Commission for Regulation of Economic Competition has obliged the
heat producer to notify Ukrenergo of coal residues, the specific cost of electricity
generation, equipment repairs, etc. In the event that heat producers submit their
applications for BAM with larger volumes than the actual fuel capacity available,
Ukrenergo rejects the registration of such applications.

Therefore, the market must be filled with the maximum amount of data to

prevent obstacles to the functioning of the entire market.

Efficiency and continuity of the trading system. The introduction of high-
quality uninterrupted information systems (platforms), timely and proper support
by development companies and the provision of their own reliable infrastructure is
the key to the smooth operation of the trading system.

Because accidents and interruptions in work lead to the impossibility of

buying and selling electricity in this segment.

Conclusions on the fourth section

Increasing (improving) process innovations in the form of software for
forecasting the wholesale price of electricity at DAM using hybrid forecasting
models will increase forecasting accuracy and reduce the impact of risks for
economic agents who are participants in this market segment.

The proliferation of such software for forecasting the wholesale price of
electricity on DAM as a service for players in this segment of the electricity market
will increase the ability of companies to effectively manage risks in conditions of
competition in the electricity market.

Based on the study, it was determined that in the context of reforming the
energy sector of Ukraine and the introduction of a competitive electricity market,

the following proposals for innovative developments can be provided. A promising
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innovation direction is the introduction of incremental (improving) product
innovations in the field of digital technologies and application software. For
electricity market participants, the most attractive are innovative solutions for the
provision of services using software for forecasting the wholesale price of
electricity at DAM.
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CONCLUSIONS

According to the results of the research conducted within the framework of
undergraduate practice on the formation of the wholesale price in the segment of
the electricity market "day ahead market" (DAM) and the implementation of the
objectives of the practice, the following conclusions can be drawn.

1. The study of the regulatory framework of Ukraine on the procedure for
determining the price of electricity and the volume of purchase and sale of
electricity at DAM showed that starting from 2019 to ensure the functioning of a
competitive wholesale electricity market since the introduction of a new model of
the electricity market . Regarding DAM during this time, the principles of
organization of purchase and sale of electricity at DAM by the state enterprise
"Market Operator” were determined. There is a significant improvement in data
disclosure compared to previous market models. DAM is the most transparent
segment of the electricity market in Ukraine: data are published regularly and there
is regular reporting. There have also been changes in the regulatory framework
regarding the procedure for determining the price of electricity and the volume of
purchase and sale of electricity at DAM. In particular, normative and legal
documents concerning the rule of determining the cost of electricity sold at DAM
by a participant of DAM/IDM have come into force. A number of legal documents
have been adopted on the special responsibilities of electricity market participants
to ensure the public interest. However, despite the existence of regulatory changes,
the existing mechanism of special obligations restricts competition, imposes
restrictions on state-owned producers and allows private companies to take
advantage of imperfections in the DAM and IDM Rules. Household consumers,
regardless of their income, do not pay the full cost of electricity. The difference
between the market price and the price for household consumers makes it possible
to obtain volumes of electricity declared for the population at a price below the

market price.
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2. The study of the existing methodology and methods of forecasting
models of wholesale electricity prices on DAM showed that the development of
tools for short-term forecasting of wholesale electricity prices on DAM can
minimize the risks of buying and selling electricity for the day ahead, providing
better forecasts at the system level. Various methods and ideas have been tested to
forecast electricity prices, so there is a wide range of forecasting models that are
currently used in liberalized electricity markets in different countries with varying
degrees of success in order to obtain the highest possible forecast accuracy. When
classifying approaches to modeling the forecast of the price for the electric power
conditionally define six classes of models: multiagent models, fundamental
(structural) models, quantitative stochastic models, statistical models and methods
(econometric models), models on the basis of artificial intelligence, machine
learning, (nonparametric, nonlinear). statistical models), hybrid models. When
forecasting the price of electricity at DAM, economic agents of a competitive
market must take into account specific factors that affect the price and volume of
production: seasonality; configuration of network objects; features of industry
regulation; high barriers to entry into the industry; underdevelopment of
derivatives.

3. ldentification of open sources for the formation of a database of
wholesale price statistics in the segment of the electricity market DAM showed
that the best option for such sources is the data of the SC "Market Operator". To
develop models for forecasting the wholesale price on the DAM electricity market
segment and conducting a comparative analysis of the accuracy of the forecast, a
statistical database on the wholesale price on the DAM electricity market segment
was created according to the State Company Market Operator.

The generated statistical database consists of established indices and
weighted average electricity prices. Indices are displayed in three time periods of
the day: BASE, PEAK and OFFPEAK.
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To create a statistical database on the wholesale price in the segment of the
electricity market of DAM and hourly weighted average prices of purchase and
sale of electricity on DAM, information on the results of DAM bidding was used
according to the State Company "Market Operator".

The main factors influencing electricity prices were identified: price on
fuels, weather conditions, supply, distribution and transmission, demand.

The most commonly used are autoregressive integrated moving average
models (ARIMA).

In the field of time series analysis, the autoregressive (AR) model and the
moving average (MA) model are one of the most used. The ARIMA model is a
development of the ARIMAX model.

The rapid development of computational intelligence has brought new
methods of short-term forecasting. They are based mainly on artificial neural
networks (ANNSs) and fuzzy systems, as well as on cluster methods and expert
systems.

4.  The Random Forest model was chosen for short-term forecasting. The
input parameters were the time of day, day of the week, the variable that relates the
current day to the weekend or holiday and the variable that relates the current day
to the working day. Statistical data on such parameters as network load, outdoor air
temperature, composition of the included generating equipment, river water
content were not taken into account when forming the model, as they were absent.

As initial data we accept hourly dynamics of pricesfor electricity for the
IPS zone of the electricity market of the day-ahead market (DAM price) for the
period from September 1, 2020 to September 15, 2020, a total of 360 observations.
The actual daily dynamics of electricity prices in the IPS zone from January 1,
2020 to September 30, 2020 were used to build a forecast model, and data for the
period from September 1, 2020 to September 15, 2020, were used to assess its

forecast results.
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It was determined that the price of electricity on DAM during the day is
higher compared to the night period, similarly, we can note the excess of the price
of DAM on weekdays over this figure on holidays and weekends.

The MAPE error is less than 10% (6.67%), which confirms the qualitative
forecast of electricity prices. The value of the MPE error is close to zero, is this
prediction method is unbiased. The forecast offset is described as a tendency to
overestimate the forecast value (the forecast is greater than the actual value). The
mean absolute deviation, which estimates the value of the average absolute
deviation of the actual and forecast values, is also quite small (0.77 UAH / MWh),
which may indicate the implementation of a fairly accurate price forecast.

Another example of a short-term forecast is the ANN and ARIMA test
models. All incoming were similarly divided into: time of the day, day of the
week, sign "working (weekend) day". Data for the period from September 25, 2020
to October 2, 2020, were used to assess its forecast results.

A comparative analysis of the ARIMA and ANN test models showed that
the ARIMA model is more accurate in this case for the short-term forecast. In this
case, the calculation of errors could not be done due to inability to access all data.

5. The study of European experience regarding innovative approaches to
overcoming obstacles to the functioning of DAM in the context of liberalization
has shown that incremental (improving) process innovations in the form of
software for forecasting the wholesale price of electricity on DAM using hybrid
forecasting models will increase forecasting accuracy and reduce economic agents
who are participants in this market segment. The proliferation of such software for
forecasting the wholesale price of electricity on DAM as a service for players in
this segment of the electricity market will increase the ability of companies to
effectively manage risks in conditions of competition in the electricity market.

Based on the study, it was determined that in the context of reforming the
energy sector of Ukraine and the introduction of a competitive electricity market,
the following proposals for innovative developments can be provided. A promising

innovation direction is the introduction of incremental (improving) product
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innovations in the field of digital technologies and application software. For
electricity market participants, the most attractive are innovative solutions for the
provision of services using software for forecasting the wholesale price of
electricity at DAM.
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